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Networked control ¢

Smart Actuator Smart Actuator

Smart Sensor Smart Sensor

Shared communication resource

e Time-varying communication rates

Channel may not be available during some intervals (blackouts)

Time-triggered strategies would be very conservative

Event-triggered controllers typically assume on-demand
availability of channel®

! An important exception: Anta, Tabuada (2009)
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Networked control systems

Smart Actuator Smart Actuator

Smart Sensor Smart Sensor

Shared communication resource

e Time-varying communication rates
e Channel may not be available during some intervals (blackouts)
e Time-triggered strategies would be very conservative

e Event-triggered controllers typically assume on-demand
availability of channel®

e Quantization

Key to online state based transmission policy: data capacity
! An important exception: Anta, Tabuada (2009)
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System description

Plant dynamics:
z(t) = Az(t) + Bu(t), u(t)=Kz(t), z(t)eR"

3/16



System description

Plant dynamics:
z(t) = Az(t) + Bu(t), u(t)=Kz(t), z(t)eR"

Communication model:

b
A Ak < Atk pr) 2 Ra(ktk) = R](Jfk)
k A -
A
I k,i

e Tk Tk t'k+1 Can choose {tx}, {pr}, {7x}

# of bits transmitted at ¢ is by = npg

3/16



System description

Plant dynamics:
x(t) = Az(t) + Bu(t), u(t)=Kz(t), z(t)€R"

Communication model:

) _ D
A, Ap < Atk Pe) = 700 = RO
_‘Ak g # of bits transmitted at tg is by = npg

e Tk Tk t'k+1 Can choose {tx}, {pr}, {7x}

Dynamic controller flow:
i(t) = Az(t) + Bu(t) = A&(t), t € [Fr,Tri1)

3/16



System description

Plant dynamics:
x(t) = Az(t) + Bu(t), u(t)=Kz(t), z(t)€R"

Communication model:

) _ D
Ak Ak < A(tkvpk) - Ra(ktk) = R(fk)
_‘Ak g # of bits transmitted at tg is by = npg

e Tk Tk t'k+1 Can choose {tx}, {pr}, {7x}

Dynamic controller flow:
i(t) = Az(t) + Bu(t) = A&(t), t € [Fr,Tri1)

Dynamic controller jump: #(7x) = gi(z(ty), 2(t;,)) "J,i{;{kj;""l' """"

. A A
Encoding error: z. = x — %
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Quantization

Can design? consistent algorithms for the encoder and decoder to
implement quantizer g so that:

2Tallapragada, Cortés (2016)
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e Both encoder and decoder compute recursively:

de(t) £ HeA(t_tk)Hoo(sk, t e [fk,fk+1), k€ ZZO r(tk)f(t;)
1 .T. .
Ok41 = %ﬁde(tml)- el

o Then, ||zc(t)|locc < de(t), for all t >t

2Tallapragada, Cortés (2016)
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Suppose A = A+ BK is Hurwitz <= PA+ ATP =—-Q

Lyapunov function: z +— V(x) = 2T Pz
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Objective

Suppose A = A+ BK is Hurwitz < PA+ ATP = —Q

Lyapunov function: z +— V(x) = 2T Pz

Desired performance function: Vy(t) = Vy(tg)e #¢—t)

Performance objective: ensure hpe(?) v <1, forall £ > o

Design objective:

e Design event-triggered communication policy that is applicable to
channels with time-varying rates and blackouts

e Recursively determine {tx}, {pr} and {7}

e Ensure a uniform positive lower bound for {t; — ty—1}rez-,
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Time-slotted channel model
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e j™ time-slot is of length T; =011 —0;
e Channel is not available when p = 0 (channel blackout)
e Channel evolution is known a priori
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Time-slotted channel model
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R(t) = Rj, Vte (0j,0j41], min comm. rate: S R(ty)

A(ty, pr)

p(t) =7, Vte (0;,0j41], max packet size: p, < p(ty)

4™ time-slot is of length T; =011 —0;
Channel is not available when p = 0 (channel blackout)
Channel evolution is known a priori

Main idea of solution: make sure the encoding error is sufficiently
small at the beginning of a channel blackout

Need to quantify data capacity
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Data capacity

max # of bits that can be communicated during the time interval
[11, T2], overall all possible {t;} and {py}

R | T3 't rs
S
Pl & iy 2 A o
st ... k=k, =3k, =17
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Data capacity

max # of bits that can be communicated during the time interval
[11, T2], overall all possible {t;} and {py}

Frg T3 T r
A ' Ra
A k=k,, =3k, =17

Equivalent to optimal allocation of discrete # bits to be transmitted in
each time slot
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Data capacity as allocation problem

Max # bits that may be transmitted in slot j
né; < nR;T; + n7j, %ffrj>0
0, ifm; =0
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Data capacity as allocation problem

Max # bits that may be transmitted in slot j
né; < nR;T; + n7j, %ffrj>0
0, ifm; =0
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B S
! otherwise. A
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A suboptimal solution for “slowly varying channels”

Proposition

ﬁ-. o
Assume EJ <Tj41,Vj € ./\fjof (any bits transmitted in slot j are
J

received before the end of slot j + 1).
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A suboptimal solution for “slowly varying channels”

Proposition

= .
Assume EJ <Tj41,Vj € ./\fjof (any bits transmitted in slot j are
g

Jr—1
received before the end of slot j+1). Let ¢" = argmax Z ¢j (LP).
¢JER>O J=Jo
Let
Jr—1

¢V £ ("] & (165 )- s 8f,-1))s Ds(Bior85) £ Y .

J=Jjo




A suboptimal solution for “slowly varying channels”

Proposition

Assume % <Tj41,Vj € ./\fjof (any bits transmitted in slot j are
g
Jr—1
received before the end of slot j+1). Let ¢" = argmax Z ¢j (LP).
¢JER>O J=Jo
Let
Jr—1
SN E ) E ()55 195, -1))s Ds(0se,05,) 2 Y 6.
J=Jo
Then
o ¢V is a sub-optimal solution
® ,D(ejoﬂ9 ) (63079 )Sn(jf_l_jo)'




Real time computation of data capacity

Proposition

Let ¢* (or ¢V ) be any optimizing solution to D(0;,, 0;,) (or
Ds(05o,03;))-
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Real time computation of data capacity

Proposition
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Real time computation of data capacity

Let ¢* (or @Y ) be any optimizing solution to D(0},, 0, +) (or
Ds (0o, 05,)). For any t € [0j,,0,4+1) (any t in jo slot)

Jr—1
f)(t,ejf) = [ L¢]0 ]0( 0j0)J]++n Z ;

Jj=jo+1

ﬁs(taejf) = [n LQS% - Rjo(t - 0j0)H+ +n Z ¢§V’

Then, 0 < D(t,0;,) — D(t,0;,) < n and 0 < Dy(t,0;,) — Ds(t,0;,) < n

Significance: Sufficient to solve the data capacity problem for intervals
[0, 0j,] of interest.
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Elements of the event-trigger
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Elements of the event-trigger

Recall performance objective: ensure hpg(t)

Channel trigger function: h,(t) = pT(E

®)

hpe(t))

If hpe(t) <1 and hen(t) <1

2 V(z@)
Va(t)

e(t) 2

<1, forall t > tg

de(t)

e/ Va(t)
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Elements of the event-trigger

Recall performance objective: ensure hpf(t) £ V‘Sj((f))) <1, forallt >ty

Channel trigger function: h,(t) = %, e(t) & —delt)
P

o
5
=
o~
=

If hye(t) < 1 and ha(t) < 1 then hy(s) <1, Vs € [t,t 4+ T].

Idea for triggering:
o Make sure hpe(t) < 1, Vt € [ty, 7]

e Make sure hep(7;) < 1 so that future ability to control is not lost

11/16



Role data capacity in control

)

12 /16



Role data capacity in control

oIY 2 4 6 8 10

! ese ) <, ko<1

eh(T (t)*t)e(t)

L3(t) £ nlog, (T) — 01Dy (t, 7u(t)) J

12 /16



Role data capacity in control

10 3500
8
s | 3000
-
T RS 2500
2
Obmmmmmmmme e L 2000
ol 2 4 6 8 10
! 0 2 4 6 8 10
t < t -
ese ) hpe <1, hen <1 3

eh(T (t)*t)e(t)

L3(t) £ nlog, (T) — 01Dy (t, 7u(t)) J

Transmission policy should be in tune with the optimal allocation

12 /16



Role data capacity in control

3500

_\_[ 3000

= RS 2500
O mmmmmmmmmm L 2000

oIY 2 4 6 8 10

)

0 2 4 6 8 10
hpe <1, hep <1 3

t c<e i)

eh(T (t)*t)e(t)

L3(t) £ nlog, (T) — 01Dy (t, 7u(t)) J

Transmission policy should be in tune with the optimal allocation

D7 (t) = HPJ — Rj(t — 0j)J]+, t e (ej, 0j+1] (optim. alloc. in (t,9j+1])

12 /16



Role data capacity in control

3500

_\_[ 3000

RS 2500

O mmmmmmmmmm L 2000

oIY 2 4 6 8 10

t c<e i)

)

0 2 4 6 8 10
|, hon <1 t

- hpe <

. A1) A
L3(t) £ nlogy (MTQ@)> — 01 Ds(¢, mi(t)) J

Transmission policy should be in tune with the optimal allocation
D7 (t) = HPJ — Rj(t — 0j)J]+, t e (ej, 0j+1] (optim. alloc. in (t,9j+1])
Artificial bound on packet size: ¥ (t) £ min{p(t), ®™(¢)}

12 /16



Role data capacity in control

3500
_\_[ 3000
RS 2500
O mmmmmmmmmm L 2000

0 2 4 6 8 10

t <o mlt) <Y, hon < t

. A1) A
L3(t) £ nlogy (MTQ(”> — 01 Ds(¢, mi(t)) J

)

Transmission policy should be in tune with the optimal allocation

D7 (t) = HPJ — Rj(t — 0j)J]+, t e (ej, 0j+1] (optim. alloc. in (t,9j+1])
Artificial bound on packet size: ¥ (t) £ min{p(t), ®™(¢)}

If L3(tr) < 0 and py < ¢ (t;)

If data capacity was “sufficient” at t; and px
respects artificial bound

12 /16



Role data capacity in control

3500
_\_[ 3000
RS 2500
O mmmmmmmmmm L 2000

0 2 4 6 8 10

t <o mlt) <Y, hon < t

. A1) A
L3(t) £ nlogy (MTQ@)) — 01 Ds(¢, mi(t)) J

)

Transmission policy should be in tune with the optimal allocation
D7 (t) = HPJ — Rj(t — 0j)J]+, t e (ej, 0j+1] (optim. alloc. in (t,9j+1])
Artificial bound on packet size: ¥ (t) £ min{p(t), ®™(¢)}

If £3(tx) < 0 and py < 97 (1) then Lg(ry) <0
If data capacity was “sufficient” at t; and px
respects artificial bound then data capacity is
“sufficient” at 7y

12 /16



Role data capacity in control
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Transmission policy should be in tune with the optimal allocation
D7 (t) = HPJ — Rj(t — 0j)J]+, t e (ej, 0j+1] (optim. alloc. in (t,9j+1])
Artificial bound on packet size: ¥ (t) £ min{p(t), ®™(¢)}

If L3(t) < 0 and pp <97 (tg) then L3(ry) <O Byt 47 (¢) can be 0
If data capacity was “sufficient” at t; and px when p(t) > 0
respects artificial bound then data capacity is (artificial blackouts)
“sufficient” at ry,
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Control policy in the presence of blackouts

tht1 :min{t > 7 ) > 1A
(max{ﬁl( ), L1(t7), La(t), La(t)) > 1
vmax{£a(t), L5(t%)} 2 0) },
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Control policy in the presence of blackouts
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Control policy in the presence of blackouts

Theorem

If
o« R(t) > 2 wpe {1,...pMe}, vt

T (p)’
° El(to) <1, Eg(to) <1 and £~3(t0) < 0 (initial feasibility)

e Conditions on blackout lengths
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Control policy in the presence of blackouts

Theorem

If
o R(t) > ,_(ﬁ;jé)) Vp e {1,...,pMe}, vt
° ﬁl(to) <1, Zg(to) <1 and £~3(t0) <0 (initial feasibility)
o Conditions on blackout lengths

Then

o {te}, {pr}, {7} well defined
o inter-transmission times have uniform positive lower bound

o V(z(t)) < Va(to)e Pt for t >ty (origin is exponentially stable)
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Contribution:

e Fusion of event-triggered control and information-theoretic control

e Definition and computation of data capacity under full channel
information

e Control under time-varying channels (including blackouts)

e Stabilization with prescribed convergence rate

Future work:

o Address conservatism in the design
e Stochastic model of channel evolution

e Impact of the available information pattern at the encoder
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