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#### Abstract

We treat the vakonomic dynamics with general constraints within a new geometric framework which can be useful in the study of optimal control problems. We compare our formulation with the one of Vershik and Gershkovich in the case of linear constraints. We show how nonholonomic mechanics also admits a new geometrical description which allows to develop an algorithm of comparison between the solutions of both dynamics. Examples illustrating the theory are treated.
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1. Introduction. As is well known, the application of tools from modern differential geometry in the fields of mechanics and control theory has caused an important progress in these research areas. For example, the study of the geometrical formulation of the nonholonomic equations of motion has led to a better comprehension of locomotion generation, controllability, motion planning and trajectory tracking, raising new interesting questions in these subjects (see $[4,5,26,28,35,47,49,50]$ and references therein). On the other hand, there are by now many papers in which optimal control problems are addressed using geometric techniques (references [8, 23, 24, 59, 60] are good examples).

In this context, we present a unified geometrical formulation of the dynamics of nonholonomic and vakonomic systems. Both kinds of systems have the same mathematical "ingredients": a Lagrangian function and a set of nonintegrable constraints. But the way in which the equations of motion are derived differs. In the case of vakonomic systems, the dynamics is obtained through the application of a constrained variational principle [1]. In particular, an optimal control problem can be seen as a vakonomic one. The term "vakonomic" ("variational axiomatic kind") is inherited from Kozlov [29], who proposed this mechanics as an alternative set of equations of motion for a physical system in the presence of nonholonomic constraints. Nonholonomic equations of motion are deduced using d'Alembert principle when the constraints are linear or affine.

The two approaches have received a lot of attention in recent years (see [1, 2, $10,14,33,31,36,41,64,68]$ and references therein). Vakonomic mechanics (also called dynamical optimization subject to nonholonomic constraints) is used in mathematical economics (growth economic theory), sub-Riemannian geometry, motion of

[^0]microorganisms, etc., while nonholonomic mechanics provides the evolution equations for wheeled and autonomous vehicles, robotic systems, etc.

Several authors have discussed the domains of validity of both approaches [1, 29, $36,68]$. The solutions of the resulting dynamical systems do not coincide, in general, though there are examples in which the nonholonomic solutions can be seen as solutions of the constrained variational problem. In recent papers $[20,36]$ the characterization of this situation has been studied. In [36] Lewis and Murray considered the example of a ball on a rotating table and showed that the subset of solutions of the nonholonomic problem is not included in the set of vakonomic ones. In [20] Favretti obtains conditions in some particular cases for the equivalence between both formulations.

Our project of unifying the comparative studies of both types of dynamics from a geometrical point of view has brought us to develop a new geometric setting for vakonomic and nonholonomic mechanics, strongly inspired on the Skinner and Rusk formulation for singular Lagrangians systems [58]. Herewith, we are able to compare them using an algorithm which gives rise, under appropriate conditions, to a final constraint submanifold containing all the nonholonomic solutions which are also vakonomic. As an application of the proposed algorithm, we extend several known results $[4,20,36]$. In particular, we prove that any solution of the unconstrained problem which verifies the constraints, is simultaneously a solution of the nonholonomic and the vakonomic problems. This allows us to generalize to arbitrary metrics a result proven in [20] for bundle-like metrics and kinetic energy Lagrangians, $L=\frac{1}{2} g$.

The paper is structured as follows. In $\S 2$, we obtain the equations of motion for vakonomic mechanics, assuming an admissibility condition, which permits us to present them in terms of the restriction of the Lagrangian to the constraint submanifold $M$. Let us recall that from a geometrical point of view, the Lagrangian $L$ is defined on the tangent bundle $T Q$ of the configuration manifold $Q$, and $M$ represents the submanifold of $T Q$ determined by the vanishing of the nonholonomic constraint functions. We will deal here with arbitrary submanifolds, that is, the constraints may be nonlinear. It should also be pointed out that we do not consider abnormal solutions. It is interesting to note that our derivation of the equations of motion shows that the information provided by $L$ outside $M$ is completely irrelevant for the vakonomic problem. This fact is not clearly seen in the classical way of writing the equations for vakonomic systems [1, 29].

Section 3 is devoted to a reformulation of vakonomic mechanics in geometric terms. In this section we will use as ambient space the fibred manifold $W_{0}=$ $T^{*} Q \times_{Q} M$, which is in fact a subbundle of the Whitney sum $T^{*} Q \oplus T Q$ (the phase space in the Skinner and Rusk approach). Since $T^{*} Q$ is equipped with a canonical symplectic form we can induce a presymplectic structure $\omega$ on $T^{*} Q \times_{Q} M$. Moreover, we can consider the Hamiltonian function $H_{W_{0}}=\left\langle\pi_{1}, \pi_{2}\right\rangle-\pi_{2}^{*} \tilde{L}$, where $\pi_{1}$ and $\pi_{2}$ are the canonical projections, $\langle\cdot, \cdot\rangle$ denotes the natural pairing between vectors and covectors on $Q$, and $\tilde{L}$ is the restriction of $L$ to $M$. Then, we prove that the equations of motion of vakonomic mechanics are intrinsically represented by the presymplectic Hamiltonian equation $i_{X} \omega=d H_{W_{0}}$. Since the 2 -form $\omega$ is presymplectic, a constraint algorithm must be applied in order to obtain well-defined solutions of the dynamics. If the algorithm stabilizes, we obtain a family of explicit solutions on the final constraint submanifold. In addition, a compatibility condition is found which determines when the first constraint submanifold $W_{1}$ is symplectic (and therefore the algorithm stabilizes at the first step). We illustrate in Subsections 3.1 and 3.2 how this framework
can be of use in the analysis of optimal control problems.
In $\S 4$, we compare our approach with the one of Vershik-Gershkovich [64] for vakonomic systems with linear constraints. We prove that both are related by a convenient presymplectomorphism, so that our approach could be considered as a generalization to the case of nonlinear constraints.

Since we want to compare vakonomic and nonholonomic dynamics, it is necessary to construct a geometrical framework for nonholonomic mechanics using a closed phase space. Indeed, in $\S 5$ it is proved that the nonholonomic dynamics lives on a submanifold $\tilde{M}$ of $W_{0}$. In general, we have again a presymplectic system and a constraint algorithm is needed to obtain the dynamics on the final constraint submanifold.

In $\S 6$, assuming that the vakonomic and the nonholonomic dynamics live on $W_{1}$ and $\tilde{M}$, respectively, we can compare their solutions by means of the map $\Upsilon: W_{1} \rightarrow$ $\tilde{M},(\alpha, v) \mapsto\left(\operatorname{Leg}_{L}(v), v\right)$. We present here an algorithm that selects those solutions of the nonholonomic problem that can be seen as solutions of the constrained variational one. Several illustrative examples are worked out in order to illustrate the different behaviours, showing that our framework provides a generalization and common context for the equivalence results in $[4,20,36]$. In particular, in the example of the planar mobile robot, we prove that, under an appropriate design of the system, every solution of the nonholonomic problem can be seen as a solution of the vakonomic one.
2. Variational approach to constrained mechanics. Let $Q$ be the configuration manifold with dimension $n$ and $L: T Q \longrightarrow \mathbb{R}$ an autonomous Lagrangian function. If $\left(q^{A}\right), 1 \leq A \leq n$, are coordinates on $Q$, we denote by $\left(q^{A}, \dot{q}^{A}\right)$ the natural bundle coordinates on $T Q$ in terms of which the tangent bundle projection $\tau_{Q}: T Q \longrightarrow Q$ reads as $\tau_{Q}\left(q^{A}, \dot{q}^{A}\right)=\left(q^{A}\right)$.

Let us suppose that the system is subject to some constraints given by a ( $2 n-m$ )dimensional submanifold $M$ of $T Q$, locally defined by $\Phi^{\alpha}=0,1 \leq \alpha \leq m$, where $\Phi^{\alpha}: T Q \longrightarrow \mathbb{R}$. Throughout the paper, we will assume the following admissibility condition for the submanifold $M \subseteq T Q$ : for all $x \in M, \operatorname{dim} T_{x} M^{o}=\operatorname{dim} S^{*} T_{x} M^{o}$, where $S=d q^{A} \otimes \frac{\partial}{\partial \dot{q}^{A}}$ is the canonical vertical endomorphism (see [34]). This is equivalent to saying that the rank of the matrix

$$
\frac{\partial\left(\Phi^{1}, \ldots, \Phi^{m}\right)}{\partial\left(\dot{q}^{1}, \ldots, \dot{q}^{n}\right)}
$$

is $m$ for any choice of coordinates $\left(q^{A}, \dot{q}^{A}\right)$ in $T Q$. Consequently, by the implicit function theorem, we can locally express the constraints (reordering coordinates if necessary) as

$$
\begin{equation*}
\dot{q}^{\alpha}=\Psi^{\alpha}\left(q^{A}, \dot{q}^{a}\right), \tag{2.1}
\end{equation*}
$$

where $1 \leq \alpha \leq m, m+1 \leq a \leq n$ and $1 \leq A \leq n$. Then, $\left(q^{A}, \dot{q}^{a}\right)$ are local coordinates for the submanifold $M$ of $T Q$.

We denote the set of twice differentiable curves connecting two points $x, y \in Q$ as

$$
\mathcal{C}^{2}(x, y)=\left\{c:[0,1] \longrightarrow Q \mid c \text { is } C^{2}, c(0)=x \text { and } c(1)=y\right\} .
$$

This set is a differentiable infinite-dimensional manifold [3].
Let $c$ be a curve in $\mathcal{C}^{2}(x, y)$. A variation of $c$ is a curve $c_{s}$ in $\mathcal{C}^{2}(x, y)$, that is a differentiable mapping $c_{s}:(-\epsilon, \epsilon) \rightarrow \mathcal{C}^{2}(x, y), s \mapsto c_{s}(t)$, such that $c_{0}=c$. An infinitesimal variation of $c$ is the tangent vector of a variation of $c$, that is,

$$
u(t)=\left.\frac{d c_{s}(t)}{d s}\right|_{s=0} \in T_{c(t)} Q
$$

The tangent space of $\mathcal{C}^{2}(x, y)$ at $c$ is then given by
$T_{c} \mathcal{C}^{2}(x, y)=\left\{u:[0,1] \longrightarrow T Q \mid u\right.$ is $C^{1}, u(t) \in T_{c(t)} Q, u(0)=0$ and $\left.u(1)=0\right\}$.
Now, we introduce a special subset $\tilde{\mathcal{C}}^{2}(x, y)$ of $\mathcal{C}^{2}(x, y)$ which consists of those curves whose velocities belong to the constraint submanifold $M$

$$
\tilde{\mathcal{C}}^{2}(x, y)=\left\{c \in \mathcal{C}^{2}(x, y) \mid \dot{c}(t) \in M_{c(t)}=M \cap \tau_{Q}^{-1}(c(t)), \forall t \in[0,1]\right\}
$$

Finally, let us consider the action functional $\mathcal{J}$ defined by

$$
\mathcal{J}: \mathcal{C}^{2}(x, y) \longrightarrow \mathbb{R}, \quad c \mapsto \mathcal{J}(c)=\int_{0}^{1} L(\dot{c}(t)) d t
$$

Definition 2.1. The vakonomic problem associated with $(Q, L, M, x, y)$ consists of extremizing the functional $\mathcal{J}$ among the curves satisfying the constraints imposed by $M, c \in \tilde{\mathcal{C}}^{2}(x, y)$. Hence, a curve $c \in \tilde{\mathcal{C}}^{2}(x, y)$ will be a solution of the vakonomic problem if $c$ is a critical point of $\mathcal{J}_{\mid \tilde{\mathcal{C}}^{2}(x, y)}$.

REMARK 2.2. In this paper, we will assume that the solution curves $c \in \tilde{\mathcal{C}}(x, y)$ admit enough nontrivial variations in $\tilde{\mathcal{C}}(x, y)$. These solutions are called normal in the literature, in contrast to the abnormal ones, which are pathological curves which do not admit sufficient nontrivial variations [1]. Several investigators have shown the existence of $C^{1}$, stable under perturbations abnormal $\mathcal{J}$-minimizing solutions [37, 45].

Now, we find a characterization for the solutions of the vakonomic problem.
Proposition 2.3. A curve $c \in \tilde{\mathcal{C}}^{2}(x, y)$ is a normal solution of the vakonomic problem if and only if there exists $\mu:[0,1] \rightarrow \mathbb{R}^{m}$ such that

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left(\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}\right)-\frac{\partial \tilde{L}}{\partial q^{a}}=\mu_{\alpha}\left[\frac{d}{d t}\left(\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right)-\frac{\partial \Psi^{\alpha}}{\partial q^{a}}\right]+\dot{\mu}_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}  \tag{2.2}\\
\dot{\mu}_{\alpha}=\frac{\partial \tilde{L}}{\partial q^{\alpha}}-\mu_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}} \\
\dot{q}^{\alpha}=\Psi^{\alpha}\left(q^{A}, \dot{q}^{a}\right)
\end{array}\right.
$$

where $\tilde{L}: M \rightarrow \mathbb{R}$ is the restriction of $L$ to $M$.
Proof. The condition for a curve to be a solution of the vakonomic problem is

$$
0=d \mathcal{J}(c) \cdot u=\left.\frac{d}{d s} \mathcal{J}\left(c_{s}\right)\right|_{s=0}
$$

for any variation $c_{s}$ in $\tilde{\mathcal{C}}^{2}(x, y)$ of $c$, where $u=\left.\frac{d c_{s}}{d s}\right|_{s=0}$. Then, we have that

$$
0=\left.\frac{d}{d s} \mathcal{J}\left(c_{s}\right)\right|_{s=0}=\left.\frac{d}{d s}\left(\int_{0}^{1} L\left(\dot{c}_{s}(t)\right) d t\right)\right|_{s=0}=\left.\int_{0}^{1} \frac{d}{d s} L\left(\dot{c}_{s}(t)\right)\right|_{s=0} d t
$$

In local coordinates, we obtain

$$
\begin{align*}
0 & =\int_{0}^{1}\left(\frac{\partial L}{\partial q^{A}} u^{A}+\frac{\partial L}{\partial \dot{q}^{a}} \dot{u}^{a}+\frac{\partial L}{\partial \dot{q}^{\alpha}} \frac{\partial \Psi^{\alpha}}{\partial q^{A}} u^{A}+\frac{\partial L}{\partial \dot{q}^{\alpha}} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} \dot{u}^{a}\right) d t \\
& =\int_{0}^{1}\left(\left[\frac{\partial L}{\partial q^{A}}+\frac{\partial L}{\partial \dot{q}^{\alpha}} \frac{\partial \Psi^{\alpha}}{\partial q^{A}}\right] u^{A}+\left[\frac{\partial L}{\partial \dot{q}^{a}}+\frac{\partial L}{\partial \dot{q}^{\alpha}} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right] \dot{u}^{a}\right) d t  \tag{2.3}\\
& =\int_{0}^{1}\left(\frac{\partial \tilde{L}}{\partial q^{A}} u^{A}+\frac{\partial \tilde{L}}{\partial \dot{q}^{a}} \dot{u}^{a}\right) d t .
\end{align*}
$$

From (2.1) we know that the infinitesimal variations $u^{A}, 1 \leq A \leq n$, are not arbitrary. Consider the functions $\mu_{\alpha}$ defined as the solutions of the following system of first order differential equations

$$
\dot{\mu}_{\alpha}=\left.\frac{\partial \tilde{L}}{\partial q^{\alpha}}\right|_{c}-\left.\mu_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}}\right|_{c}, 1 \leq \alpha \leq m
$$

Then, using the fact that $\dot{u}^{\alpha}=\frac{\partial \Psi^{\alpha}}{\partial q^{A}} u^{A}+\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} \dot{u}^{a}$, we get

$$
\frac{d}{d t}\left(\mu_{\alpha} u^{\alpha}\right)=\mu_{\alpha} \dot{u}^{\alpha}+\left(\frac{\partial \tilde{L}}{\partial q^{\alpha}}-\mu_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}}\right) u^{\alpha}=u^{\alpha} \frac{\partial \tilde{L}}{\partial q^{\alpha}}+\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial q^{a}} u^{a}+\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} \dot{u}^{a}
$$

or, equivalently, $u^{\alpha} \frac{\partial \tilde{L}}{\partial q^{\alpha}}=\frac{d}{d t}\left(\mu_{\alpha} u^{\alpha}\right)-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial q^{a}} u^{a}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} \dot{u}^{a}$. Substituting the last expression in (2.3) and integrating by parts, we obtain

$$
d \mathcal{J}(c) \cdot u=\int_{0}^{1}\left(\left[\frac{\partial \tilde{L}}{\partial q^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial q^{a}}\right] u^{a}+\left[\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right] \dot{u}^{a}\right) d t .
$$

Now, since

$$
\left[\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right] \dot{u}^{a}=\frac{d}{d t}\left(\left[\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right] u^{a}\right)-\frac{d}{d t}\left(\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right) u^{a},
$$

using again integration by parts, we can write

$$
0=\int_{0}^{1}\left[\frac{\partial \tilde{L}}{\partial q^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial q^{a}}-\frac{d}{d t}\left(\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-\mu_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right)\right] u^{a} d t
$$

As the infinitesimal variations $u^{a}$ are arbitrary, the fundamental lemma of the Calculus of Variations applies and we can assert that $d \mathcal{J}(c) \cdot u=0$ if and only if $c$ and $\mu_{\alpha}$ satisfy equations (2.2).

REmARK 2.4. The usual way in which the equations of motion for vakonomic mechanics are presented is the following

$$
\left\{\begin{array}{l}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=\dot{\lambda}_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial \dot{q}^{A}}+\lambda_{\alpha}\left[\frac{d}{d t}\left(\frac{\partial \Phi^{\alpha}}{\partial \dot{q}^{A}}\right)-\frac{\partial \Phi^{\alpha}}{\partial q^{A}}\right]  \tag{2.4}\\
\Phi^{\alpha}(q, \dot{q})=0,1 \leq \alpha \leq m
\end{array}\right.
$$

where $\Phi^{\alpha}=\Psi^{\alpha}-\dot{q}^{\alpha}$ and $\lambda_{\alpha}=\frac{\partial L}{\partial \dot{q}^{\alpha}}-\mu_{\alpha}, 1 \leq \alpha \leq m$. Observe that, in contrast to equations (2.2), equations (2.4) are expressed in terms of the ambient Lagrangian $L: T Q \rightarrow \mathbb{R}$. Equations (2.2) stress how the information given by $L$ outside $M$ is irrelevant to obtain the vakonomic equations, a fact that it is not promptly deduced from equations (2.4). This is in contrast with what happens in nonholonomic mechanics (see $\S 5$ below).

Equations (2.4) can be seen as the Euler-Lagrange equations for the extended Lagrangian $\mathcal{L}=L+\lambda_{\alpha} \Phi^{\alpha}$. We will not follow this approach here, which has been exploited successfully in [20, 28, 42, 43]. Finally, note that if we consider the extended Lagrangian $\lambda_{0} L+\lambda_{\alpha} \Phi^{\alpha}$, with $\lambda_{0}=1$ or 0 , then we recover all the solutions, both the normal and the abnormal ones [1].
3. Geometric approach to vakonomic mechanics. We will develop a geometric characterization of vakonomic mechanics following an approach similar to the formulation given by Skinner and Rusk [58] for singular Lagrangians (see also [15, 22, 38]). This characterization is specially interesting, for it enables us to study both linear and nonlinear constraints in an intrinsic way. Moreover, as we shall discuss later, this formalism will allow to use ideas from Geometric Mechanics in the treatment of optimal control problems.

Consider the Whitney sum of $T^{*} Q$ and $T Q, T^{*} Q \oplus T Q$, and its canonical projections $p r_{1}: T^{*} Q \oplus T Q \longrightarrow T^{*} Q, p r_{2}: T^{*} Q \oplus T Q \longrightarrow T Q$. Let us take the submanifold $W_{0}=p r_{2}^{-1}(M)$, where $M$ is the constraint submanifold, locally determined by the constraint equations $\Phi^{\alpha}=0,1 \leq \alpha \leq m$. We will denote $W_{0}=T^{*} Q \times_{Q} M$ and $\pi_{1}=p r_{1 \mid W_{0}}, \pi_{2}=p r_{2 \mid W_{0}}$. Now, define on $T^{*} Q \times_{Q} M$ the presymplectic 2-form $\omega=\pi_{1}^{*} \omega_{Q}$, where $\omega_{Q}$ is the canonical symplectic form on $T^{*} Q$. Observe that the rank of this presymplectic form is equal to $2 n$ everywhere. Define also the function

$$
H_{W_{0}}=\left\langle\pi_{1}, \pi_{2}\right\rangle-\pi_{2}^{*} \tilde{L},
$$

where $\langle\cdot, \cdot\rangle$ denotes the natural pairing between vectors and covectors on $Q$.
If $\left(q^{A}\right)$ are local coordinates on a neighborhood $U$ of $Q,\left(q^{A}, \dot{q}^{a}\right)$ coordinates on $T U \cap M$ and $\left(q^{A}, p_{A}\right)$ the induced coordinates on $T^{*} U$, then we have induced coordinates $\left(q^{A}, p_{A}, \dot{q}^{a}\right)$ on $T^{*} U \times_{Q}(T U \cap M)$. Locally, the Hamiltonian function $H_{W_{0}}$ reads as

$$
H_{W_{0}}\left(q^{A}, p_{A}, \dot{q}^{a}\right)=p_{a} \dot{q}^{a}+p_{\alpha} \Psi^{\alpha}-\tilde{L}\left(q^{A}, \dot{q}^{a}\right)
$$

and the 2 -form $\omega$ is $\omega=d q^{A} \wedge d p_{A}$.
Now, we will see how the dynamics of the vakonomic system (2.2) is determined by the solutions of the equation

$$
\begin{equation*}
i_{X} \omega=d H_{W_{0}} \tag{3.1}
\end{equation*}
$$

This then justifies the use of the following terminology:
Definition 3.1. The presymplectic Hamiltonian system $\left(T^{*} Q \times_{Q} M, \omega, H_{W_{0}}\right)$ will be called vakonomic Hamiltonian system.

The system $\left(T^{*} Q \times_{Q} M, \omega, H_{W_{0}}\right)$ being presymplectic, we may apply the GotayNester constraint algorithm [21]. First we consider the set of points $W_{1}$ of $T^{*} Q \times{ }_{Q} M$ where (3.1) has a solution. This first constraint submanifold is determined by

$$
W_{1}=\left\{x \in T^{*} Q \times_{Q} M \mid d H_{W_{0}}(x)(V)=0, \forall V \in \operatorname{ker} \omega(x)\right\}
$$

Locally, $\operatorname{ker} \omega=\operatorname{span}\left\langle\partial / \partial \dot{q}^{a}\right\rangle$. Therefore, the constraint submanifold $W_{1}$ is locally characterized by the vanishing of the constraints

$$
\varphi_{a}=p_{a}+p_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}-\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}=0, m+1 \leq a \leq n
$$

or, equivalently,

$$
\begin{equation*}
p_{a}=\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-p_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}, m+1 \leq a \leq n \tag{3.2}
\end{equation*}
$$

Expanding the expressions in (3.1) the equations of motion along $W_{1}$ are

$$
\dot{q}^{A}=\frac{\partial H_{W_{0}}}{\partial p_{A}}, \quad \dot{p}_{A}=-\frac{\partial H_{W_{0}}}{\partial q^{A}}
$$

which is equivalent to

$$
\begin{align*}
\dot{q}^{\alpha} & =\Psi^{\alpha}\left(q^{A}, \dot{q}^{a}\right),  \tag{3.3}\\
\dot{p}_{\alpha} & =\frac{\partial \tilde{L}}{\partial q^{\alpha}}-p_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}},  \tag{3.4}\\
\frac{d}{d t}\left(\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}-p_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}\right) & =\frac{\partial \tilde{L}}{\partial q^{a}}-p_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{a}} . \tag{3.5}
\end{align*}
$$

Observe that these equations are precisely the vakonomic equations of motion (2.2), where now $p_{\alpha}=\mu_{\alpha}, 1 \leq \alpha \leq m$.

REMARK 3.2. The momenta $p_{\alpha}, 1 \leq \alpha \leq m$, play the role of the Lagrange multipliers, but they do not have any physical meaning (see [61]).

Therefore, a vector field $X$ solution of equation (3.1) will generally be of the form

$$
\begin{aligned}
& X=\dot{q}^{a}\left(\frac{\partial}{\partial q^{a}}+\right.\left.\left(\frac{\partial^{2} \tilde{L}}{\partial q^{a} \partial \dot{q}^{b}}-p_{\gamma} \frac{\partial^{2} \Psi^{\gamma}}{\partial q^{a} \partial \dot{q}^{b}}\right) \frac{\partial}{\partial p_{b}}\right)+ \\
&+\Psi^{\alpha}\left(\frac{\partial}{\partial q^{\alpha}}+\left(\frac{\partial^{2} \tilde{L}}{\partial q^{\alpha} \partial \dot{q}^{b}}-p_{\gamma} \frac{\partial^{2} \Psi^{\gamma}}{\partial q^{\alpha} \partial \dot{q}^{b}}\right) \frac{\partial}{\partial p_{b}}\right)+ \\
&+\bar{X}^{a}\left(\frac{\partial}{\partial \dot{q}^{a}}+\left(\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}-p_{\gamma} \frac{\partial^{2} \Psi^{\gamma}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}\right) \frac{\partial}{\partial p_{b}}\right)+\left(\frac{\partial \tilde{L}}{\partial q^{\alpha}}-p_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}}\right)\left(\frac{\partial}{\partial p_{\alpha}}-\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{b}} \frac{\partial}{\partial p_{b}}\right)
\end{aligned}
$$

where the coefficients $\bar{X}^{a}$ are still undetermined. The solution on $W_{1}$ may not be tangent to $W_{1}$. In such a case, we have to restrict $W_{1}$ to the submanifold $W_{2}$ where this solution is tangent to $W_{1}$. Proceeding further, we obtain a sequence of submanifolds (we are assuming that all the subsets generated by the algorithm are submanifolds)

$$
\cdots \hookrightarrow W_{k} \hookrightarrow \cdots \hookrightarrow W_{2} \hookrightarrow W_{1} \hookrightarrow W_{0}=T^{*} Q \times_{Q} M .
$$

Algebraically, these constraint submanifolds may be described as

$$
\begin{equation*}
W_{i}=\left\{x \in T^{*} Q \times_{Q} M \mid d H_{W_{0}}(x)(v)=0, \forall v \in T_{x} W_{i-1}^{\perp}\right\}, \quad i \geq 1 \tag{3.6}
\end{equation*}
$$

where $T_{x} W_{i-1}^{\perp}=\left\{v \in T_{x}\left(T^{*} Q \times_{Q} M\right) \mid \omega(x)(u, v)=0, \forall u \in T_{x} W_{i-1}\right\}$. If this constraint algorithm stabilizes, i.e., if there exists a positive integer $k \in \mathbb{N}$ such that $W_{k+1}=W_{k} \neq W_{k-1}$ and $\operatorname{dim} W_{k} \neq 0$, then we will have obtained a final constraint submanifold $W_{f}=W_{k}$ on which a vector field $X$ exists such that

$$
\left(i_{X} \omega=d H_{W_{0}}\right)_{\mid W_{f}}
$$

Note that on $W_{f}$ we will have an explicit solution of the vakonomic dynamics. A very important particular case is when the final constraint submanifold is the first one, i.e. $W_{f}=W_{1}$. Observe that the dimension of $W_{1}$ is even, $\operatorname{dim} W_{1}=2 n$. In the sequel, we will investigate when this constraint submanifold is equipped with a symplectic 2 -form in order to determine a unique solution $X$ of the vakonomic equations. Obviously, this geometrical study is related to the explicit or implicit character of the second order differential equations obtained in (2.2).

Denote by $\omega_{W_{1}}$ the restriction of the presymplectic 2-form $\omega$ to $W_{1}$.

Proposition 3.3. ( $W_{1}, \omega_{W_{1}}$ ) is a symplectic manifold iff for any point of $W_{1}$,

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}-p_{\alpha} \frac{\partial^{2} \Psi^{\alpha}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}\right) \neq 0 \tag{3.7}
\end{equation*}
$$

Proof. $\omega_{W_{1}}$ is symplectic if and only if $T_{x} W_{1} \cap\left(T_{x} W_{1}\right)^{\perp}=0$, for all $x \in W_{1}$. This condition is satisfied if and only if the matrix $d \varphi_{a}\left(\frac{\partial}{\partial \dot{q}^{b}}\right)$ is regular, that is,

$$
\operatorname{det}\left(\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}-p_{\alpha} \frac{\partial^{2} \Psi^{\alpha}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}\right) \neq 0
$$

for all $x \in W_{1}$
In this case, equations (3.5) can be rewritten in explicit form as

$$
\begin{equation*}
\ddot{q}^{a}=-\overline{\mathcal{C}}^{a b}\left[\dot{q}^{A} \frac{\partial^{2} \tilde{L}}{\partial q^{A} \partial \dot{q}^{b}}-\dot{q}^{A} p_{\alpha} \frac{\partial^{2} \Psi^{\alpha}}{\partial q^{A} \partial \dot{q}^{b}}-\frac{\partial \tilde{L}}{\partial q^{b}}+p_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial q^{b}}-\left(\frac{\partial \tilde{L}}{\partial q^{\gamma}}-p_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\gamma}}\right) \frac{\partial \Psi^{\gamma}}{\partial \dot{q}^{b}}\right] \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathcal{C}}_{a b}=\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}-p_{\alpha} \frac{\partial^{2} \Psi^{\alpha}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}, \tag{3.9}
\end{equation*}
$$

and $\left(\overline{\mathcal{C}}^{a b}\right)$ denotes the inverse matrix of $\left(\overline{\mathcal{C}}_{a b}\right)$.
Remark 3.4. The characterization found in Proposition 3.3 for the symplectic nature of the manifold $\left(W_{1}, \omega_{W_{1}}\right)$ implies, by the implicit function theorem, that the constraint equations

$$
\varphi_{a}=p_{a}+p_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}-\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}=0, m+1 \leq a \leq n
$$

locally determine the variables $\dot{q}^{a}, m+1 \leq a \leq n$. That is, we have $\dot{q}^{a}=\varsigma^{a}\left(q^{A}, p_{A}\right)$, $m+1 \leq a \leq n$. Therefore, we can also consider local coordinates $\left(q^{A}, p_{A}\right)$ on $W_{1}$. In such a case, the symplectic form and the restriction of the Hamiltonian $H_{W_{0}}$ to $W_{1}$ have the following local expressions

$$
\omega_{W_{1}}=d q^{A} \wedge d p_{A}, \quad H_{W_{1}}=p_{a} \varsigma^{a}+p_{\alpha} \Psi^{\alpha}-\bar{L}\left(q^{A}, p_{A}\right)
$$

where $\bar{L}\left(q^{A}, p_{A}\right)=\tilde{L}\left(q^{A}, \varsigma^{a}\left(q^{A}, p_{A}\right)\right)$. Consequently, equations (3.3)-(3.5) can be rewritten in Hamiltonian form as

$$
\dot{q}^{A}=\frac{\partial H_{W_{1}}}{\partial p_{A}}, \quad \dot{p}_{A}=-\frac{\partial H_{W_{1}}}{\partial q^{A}} .
$$

This choice of coordinates is common in optimal control theory.
Now, observe that, if the constraints are linear in the velocities, we can write $\dot{q}^{\alpha}=\Psi_{a}^{\alpha}(q) \dot{q}^{a}$. Then, from Proposition 3.3, $\omega_{W_{1}}$ is symplectic if and only if

$$
\operatorname{det}\left(\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}\right) \neq 0
$$

Proposition 3.5. Suppose that the constraints are given by $\dot{q}^{\alpha}=\Psi_{a}^{\alpha}(q) \dot{q}^{a}$, $1 \leq \alpha \leq m$ and the Lagrangian $L$ is regular. Denote by $\left(W^{A B}\right)$ the inverse matrix of the Hessian matrix of $L$. In this case, $\omega_{W_{1}}$ is symplectic on $W_{1}$ if and only if the constraints are compatible, that is, the matrix whose entries are

$$
\mathcal{C}^{\alpha \beta}=W^{a b} \Psi_{a}^{\alpha} \Psi_{b}^{\beta}-W^{\alpha b} \Psi_{b}^{\beta}-W^{a \beta} \Psi_{a}^{\alpha}+W^{\alpha \beta}
$$

is nonsingular.
Proof. See the geometrical proof of Theorem IV. 3 in reference [33].
Remark 3.6. The compatibility condition guarantees the existence and uniqueness of the solutions for the nonholonomic problem with Lagrangian $L$ and constraint submanifold $M[33,57]$.

Before ending this section, we would like to make some remarks concerning this geometric approach to vakonomic dynamics. First of all, we must say that it provides an intrinsic formulation of variational problems subject to both linear and nonlinear constraints on manifolds. In addition, this formulation belongs to the context of Symplectic Geometry and Geometric Mechanics, following previous work by Bloch and Crouch [4, 8, 9], Jurdjevic [23, 24] and others. There is a whole collection of ideas and methods ensuing from these fields that have been used in the treatment of optimal control problems. Apart from being of use as a tool for an algorithmic study of the existence of optimal solutions and their domains of definition, we think that this formulation has something to contribute in at least three directions: the study of the symmetry properties of constrained problems $[8,18,24,43]$ (infinitesimal, Noether and Cartan symmetries, dynamical symmetries,...), the study of higher order variational problems [6] (since a generalization of our approach to the higher order case seems to be straightforward) and the development of numerical integrators [19, 55, 65, 66, 67] that take into account the geometry of the problem (2-form, Hamiltonian, momentum) and are competitive with the traditional methods.

An immediate outcome of the formulation on $T^{*} Q \times{ }_{Q} M$ is that for the study of problems subject to nonlinear constraints we can use similar techniques to those used for the linear case. Finally, this framework will allow us in § 6 to compare vakonomic dynamics with nonholonomic dynamics within a common setting.

In the following, we aim to illustrate some of the above ideas on two examples.
3.1. Applications in economy. The variational calculus is an indispensable tool in many economic problems [25, 39, 52]. In fact, a typical optimization problem in modern economics deals with extremizing the functional

$$
\int_{0}^{T} D(t) U[f(t, k, \dot{k})] d t
$$

subject or not to constraints. Here, $D(t)$ is a discount rate factor, $U$ an utility function, $f$ a consumption function and $k$ the capital-labor ratio. It is common to find dynamical economic models with nonholonomic constraints.

Example 3.7 (Closed von Neumann System [53, 54, 56]). Consider the transformation function $F$ on $\mathbb{R}^{2 n}$ which relates $n$ capital goods $K_{1}, K_{2}, \ldots, K_{n}$ and the net capital formations $\dot{K}_{1}, \dot{K}_{2}, \ldots, \dot{K}_{n}$ as

$$
F\left(K_{1}, \ldots, K_{n}, \dot{K}_{1}, \ldots, \dot{K}_{n}\right)=K_{1}^{\alpha_{1}} K_{2}^{\alpha_{2}} \cdots K_{n}^{\alpha_{n}}-\left[\dot{K}_{1}^{2}+\ldots+\dot{K}_{n}^{2}\right]^{1 / 2}
$$

with $\alpha_{1}+\alpha_{2}+\ldots+\alpha_{n}=1$. The von Neumann problem consists of maximizing

$$
\int_{0}^{T} \dot{K}_{n} d t \quad \text { subject to } \quad F\left(K_{1}, \ldots, K_{n}, \dot{K}_{1}, \ldots, \dot{K}_{n}\right)=0
$$

with appropriate initial conditions.
Our formalism makes it possible to write this problem as a presymplectic system on $W_{0}=\mathbb{R}^{3 n-1}$. The constraint $F=0$ can be rewritten as

$$
\dot{K}_{1}= \pm\left(K_{1}^{2 \alpha_{1}} \cdots K_{n}^{2 \alpha_{n}}-\sum_{i=2}^{n} \dot{K}_{i}^{2}\right)^{1 / 2}= \pm \Psi\left(K_{1}, \ldots, K_{n}, \dot{K}_{2}, \ldots, \dot{K}_{n}\right)
$$

Here, we restrict the analysis to the component $\dot{K}_{1}=\Psi$. Taking coordinates $\left(K_{1}, \ldots\right.$, $\left.K_{n}, \dot{K}_{2}, \ldots, \dot{K}_{n}, P^{1}, \ldots, P^{n}\right)$ we have that
$\omega=\sum_{j=1}^{n} d K_{j} \wedge d P^{j}, H_{W_{0}}=\sum_{i=2}^{n} P^{i} \dot{K}_{i}+P^{1} \cdot\left(K_{1}^{2 \alpha_{1}} K_{2}^{2 \alpha_{2}} \cdots K_{n}^{2 \alpha_{n}}-\sum_{i=2}^{n} \dot{K}_{i}^{2}\right)^{1 / 2}-\dot{K}_{n}$.
Applying the Gotay and Nester algorithm, new constraints arise,

$$
\begin{aligned}
& P^{i}=P^{1} \dot{K}_{i}\left(K_{1}^{2 \alpha_{1}} K_{2}^{2 \alpha_{2}} \cdots K_{n}^{2 \alpha_{n}}-\sum_{i=2}^{n} \dot{K}_{i}^{2}\right)^{-1 / 2}, \quad 2 \leq i \leq n-1 \\
& P^{n}=1+P^{1} \dot{K}_{n}\left(K_{1}^{2 \alpha_{1}} K_{2}^{2 \alpha_{2}} \cdots K_{n}^{2 \alpha_{n}}-\sum_{i=2}^{n} \dot{K}_{i}^{2}\right)^{-1 / 2}
\end{aligned}
$$

Therefore, from (3.3-3.5) the initial system is determined by solving the following $n$ differential equations on the variables $\left(K_{1}, \ldots, K_{n}, \dot{K}_{2}, \ldots, \dot{K}_{n}, P^{1}\right)$

$$
\begin{align*}
\dot{P}^{1}= & -P^{1} \alpha_{1}\left(K_{1}^{2 \alpha_{1}-1} K_{2}^{2 \alpha_{2}} \cdots K_{n}^{2 \alpha_{n}}\right) G \\
0= & \dot{P}^{1} \dot{K}_{i} G  \tag{3.10}\\
& +P^{1}\left[\left(\ddot{K}_{i}+\alpha_{i}\left(K_{1}^{2 \alpha_{1}} \cdots K_{i}^{2 \alpha_{i}-1} \cdots K_{n}^{2 \alpha_{n}}\right)\right) G+\dot{K}_{i} \frac{d}{d t}(G)\right], 2 \leq i \leq n,
\end{align*}
$$

where $G=1 / \Psi$. The presymplectic context for these optimal equations provides us with some new insights into the problem. On the one hand, the existence of welldefined solutions to equations (3.10) is not guaranteed in general. It can occur, for instance, that an optimal curve starting from a point in $W_{1}$ "escapes" from this phase space after some time because the dynamical vector field is no longer tangent to $W_{1}$. But one can indeed eliminate this possibility. Consider the case $n=2$ for simplicity. Assume $\Psi \neq 0$. Otherwise the dynamics is fully determined and the optimization problem is trivial (we have abnormal solutions). The determinant (3.7) is equal to

$$
\begin{equation*}
\frac{P^{1}}{\Psi^{3}}\left(\Psi^{2}+\dot{K}_{2}^{2}\right)=\frac{H_{W_{1}}}{\Psi^{2}} \tag{3.11}
\end{equation*}
$$

Therefore, if the optimal curve starts from any point in $x \in W_{1}$ such that $H_{W_{1}}(x) \neq$ 0 , equation (3.11) guarantees that the dynamics of the vakonomic problem remains tangent to $W_{1}$. On the other hand, the optimal solutions with $H_{W_{1}}=0$ are stationary curves, $K_{1}=$ const, $K_{2}=$ const and $K_{1} K_{2}=0$.

This formulation can also shed light on the aspect of symmetries and conservation laws. It is known $[53,54,56]$ that the closed von Neumann system possesses, besides the Hamiltonian $H$, another conservation law, which is usually found by ad hoc methods. However, it is not difficult to define in our context the notion of Noether symmetry and verify that the vector field

$$
Y=\sum_{j=1}^{n} K_{i} \frac{\partial}{\partial K^{i}} \in \mathfrak{X}(Q)
$$

indeed corresponds to such a symmetry. The associated conservation law is precisely given by $\Phi=P^{1}\left(K_{1} \Psi+\sum_{j=2}^{n} K_{j} \dot{K}_{j}\right) / \Psi$. In the same way, one can explore the presence of other types of symmetries, like Cartan symmetries for example [32, 34, 48].

Finally, obtaining explicit solutions of equations (3.10) is in general a very difficult task. The use of numerical integrators can help in analyzing the behavior of the system. In the last years there has been an increasing activity in the development of integrators that take into account the geometric structures associated with the problem $[19,55,65,66,67]$. The proposed formalism offers the possibility of designing such methods for a variety of optimal control problems.
3.2. LC-circuits. The dynamics of nonlinear LC electric circuits [44] can be given a variational interpretation, as discussed in [46]. Here, we treat this class of systems under our vakonomic formalism and study the well-posedness of the optimal equations.

Consider a circuit consisting of capacitors and inductors, which are charge and current controlled. Let $\mathcal{C}$ be the collection of $n$-capacitor branches and $\mathcal{L}$ the $m$ inductor branches. Denote by $q \in Q_{\mathcal{C}}$ the vector of capacitor charges, and by $i \in Q_{\mathcal{L}}$ the inductor currents. Kirchhoff's current and voltage laws require that $\dot{q}=A_{\mathcal{C}} u, i=$ $A_{\mathcal{L}} u$, where $A_{\mathcal{C}}$ and $A_{\mathcal{L}}$ are appropriate linear maps from a vector space $\mathcal{U}$ to $Q_{\mathcal{C}}$ and $Q_{\mathcal{L}}$ characterizing, respectively, the topology of the network and the chosen current reference directions. The new variables $u \in \mathcal{U}$ are usually thought of as a vector of some independent loop currents. The generality of the interconnection structure of the circuit relies on how general the matrices $A_{\mathcal{C}}, A_{\mathcal{L}}$ can be. In the following, we will assume that $A_{\mathcal{L}}$ is non-singular and then the space $\mathcal{U}$ will be identified with $Q_{\mathcal{L}}$ through $A_{\mathcal{L}}$. Finally, denote by $W_{e}: Q_{\mathcal{C}} \rightarrow \mathbb{R}$ the electric energy and by $W_{m}^{*}: Q_{\mathcal{L}} \rightarrow \mathbb{R}$ the magnetic coenergy of the circuit.

The dynamics of the circuit is governed by the element equations, the equations arising from Kirchhoff's current law and those arising from Kirchhoff's voltage law. After some manipulations, these equations may be reduced to

$$
\begin{equation*}
\dot{q}=A_{\mathcal{C}} u, \quad A_{\mathcal{L}}^{*} \frac{d}{d t}\left(d W_{m}^{*}\left(A_{\mathcal{L}} u\right)\right)=-A_{\mathcal{C}}^{*} d W_{e}(q) \tag{3.12}
\end{equation*}
$$

where the star superscript denotes the transpose of the corresponding matrix operator. However, the well-posedness of this mathematical model for the electric circuit is not guaranteed in general. It could be, for instance, that some specifications of initial conditions $(q(0), u(0))$ turn out to be incompatible with the algebraic constraints embedded in equations (3.12).

The theoretical setting described above can bring some new insight into this question. Consider as configuration space the product manifold $Q=Q_{\mathcal{C}} \times Q_{\mathcal{L}}$ with coordinates $\left(q^{\alpha}, u^{a}\right)$. Let $L: T Q \rightarrow \mathbb{R}, L=W_{m}^{*}\left(A_{\mathcal{L}} u\right)-W_{e}(q)$, be the Lagrangian and define $M \subseteq T Q$ by $\dot{q}^{\alpha}=\left(A_{\mathcal{C}}\right)_{b}^{\alpha} u^{b}$, as the submanifold of constraints. Then,
the dynamics of the LC circuit is found to be defined on the tertiary constraint submanifold of the presymplectic Hamiltonian system $\left(T^{*} Q \times_{Q} M, \omega, H\right)$. This means that all initial conditions in $W_{3}$ are compatible in the sense of the previous paragraph.

Let $\left(q^{\alpha}, u^{a}, \xi_{\alpha}, \zeta_{a}, \dot{u}^{a}\right)$ be the local coordinates in $W_{0}=T^{*} Q \times_{Q} M$. Then,

$$
\omega=d q^{\alpha} \wedge d \xi_{\alpha}+d u^{a} \wedge d \zeta_{a}, \quad H=\zeta_{a} \dot{u}^{a}+\xi_{\alpha} A_{\mathcal{C} b}^{\alpha} u^{b}-W_{m}^{*}\left(A_{\mathcal{L}} u\right)+W_{e}(q)
$$

The first submanifold of constraints is given by $W_{1}=\left\{x \in W_{0} \left\lvert\, d H_{x}\left(\frac{\partial}{\partial \dot{u}^{a}}\right)=\zeta_{a}=0\right.\right\}$. After some computations, we find that

$$
T W_{1} \cap T W_{1}^{\perp}=\operatorname{span}\left\{\frac{\partial}{\partial u^{a}}, \frac{\partial}{\partial \dot{u}^{a}}\right\},
$$

and hence we must continue with the constraint algorithm. Following (3.6), we have that $W_{2}$ is described by the new constraints

$$
\begin{equation*}
\frac{\partial H}{\partial u^{a}}=\left[A_{\mathcal{C}}^{*} \xi-A_{\mathcal{L}}^{*} d W_{m}^{*}\left(A_{\mathcal{L}} u\right)\right]_{a}=0 . \tag{3.13}
\end{equation*}
$$

Under the additional assumption of invertibility of $d W_{m}^{*}$, or, equivalently, under the assumption that the LC circuit is also flux controlled, we can ensure that there exists a magnetic energy $W_{m}$ such that $d W_{m}^{*}\left(A_{\mathcal{L}} u\right)=\phi \Longleftrightarrow A_{\mathcal{L}} u=d W_{m}(\phi)$. Then, we can rewrite (3.13) as

$$
u=A_{\mathcal{L}}^{-1} d W_{m}\left(\left(A_{\mathcal{L}}^{-1}\right)^{*} A_{\mathcal{C}}^{*} \xi\right) \equiv F(\xi)
$$

and consider $\left(q^{\alpha}, \xi_{\alpha}, \dot{u}^{a}\right)$ as a set of coordinates on $W_{2}$. The following step of the algorithm leads us to the constraints

$$
\frac{\partial H}{\partial \zeta_{a}}+\frac{\partial F^{a}}{\partial \xi_{\alpha}} \frac{\partial H}{\partial q^{\alpha}}=\dot{u}^{a}+\frac{\partial F^{a}}{\partial \xi_{\alpha}} d W_{e}(q)=0 .
$$

In this way, we have $\left(q^{\alpha}, \xi_{\alpha}\right)$ as coordinates on $W_{3}$, which turns out to be the final constraint submanifold. The dynamics of the system is described on $W_{3}$ by the differential equations

$$
\begin{equation*}
\dot{q}^{\alpha}=A_{\mathcal{C}} F(\xi), \quad \dot{\xi}_{\alpha}=-d W_{e}(q) \tag{3.14}
\end{equation*}
$$

Thus, the application of the algorithm allows us to say that, under the given assumptions, the initial conditions in $W_{3}$ provide us with consistent optimal solutions of the dynamics of the LC-circuit.

There are of course other optimal control problems that can be interpreted in a vakonomic setting and for which this formulation can be of some help. We mention here the optimal control for nonholonomic systems with symmetry, with interesting applications to the locomotion of kinematic, and mixed kinematic and dynamic systems [18, 28, 49] or sub Riemannian geometry [11].
4. Comparison of the Vershik-Gershkovich and the vakonomic Hamiltonian approaches. In the preceding section we have found an intrinsic geometric approach to vakonomic dynamics. It is possible to give an alternative geometric formulation of the vakonomic equations of motion, related to the one of Vershik and Gershkovich [64]. A key element to obtain this alternative description will be the next fibred morphism

$$
\begin{aligned}
F: \quad T^{*} Q \oplus T Q & \longrightarrow T^{*} Q \oplus T Q \\
(\alpha, v) & \longmapsto\left(\alpha-\operatorname{Leg}_{L}(v), v\right),
\end{aligned}
$$

for any $\alpha \in T_{x}^{*} Q, v \in T_{x} Q$ and $x \in Q$. Here, $\operatorname{Leg}_{L}: T Q \rightarrow T^{*} Q$ denotes the Legendre transformation associated with the Lagrangian $L$, which in local coordinates reads $\operatorname{Leg}_{L}\left(q^{A}, \dot{q}^{A}\right)=\left(q^{A}, \frac{\partial L}{\partial \dot{q}^{A}}\right)$. It is clear that $F\left(T^{*} Q \times_{Q} M\right)=T^{*} Q \times_{Q} M$. We will see how in the case of linear constraints, we "recover" the Vershik-Gershkovich formulation. As a by-product, we will have obtained a generalization of their formulation to the case of nonlinear constraints.

Consider on $T^{*} Q \oplus T Q$ the presymplectic 2-form $\Omega=p r_{1}^{*} \omega_{Q}$. Let $\omega_{L}=-d S^{*} d L$ be the Poincaré-Cartan 2-form on $T Q$ associated with $L: T Q \rightarrow \mathbb{R}$ and $E_{L}$ its energy function. Take also the presymplectic 2-form $p r_{2}^{*} \omega_{L}$ on $T^{*} Q \oplus T Q$, and define the functions

$$
H=\left\langle p r_{1}, p r_{2}\right\rangle-p r_{2}^{*} L, \quad \bar{H}=\left\langle p r_{1}, p r_{2}\right\rangle-p r_{2}^{*} E_{L}
$$

Lemma 4.1. The morphism $F: T^{*} Q \oplus T Q \rightarrow T^{*} Q \oplus T Q$ is a presymplectomorphism from $\left(T^{*} Q \oplus T Q, \Omega\right)$ onto $\left(T^{*} Q \oplus T Q, \Omega+p r_{2}^{*} \omega_{L}\right)$, i.e., $F^{*}\left(\Omega+p r_{2}^{*} \omega_{L}\right)=\Omega$. Moreover, it verifies $F^{*} \bar{H}=H$.

Proof. F is clearly invertible with inverse

$$
\begin{aligned}
F^{-1}: T^{*} Q \oplus T Q & \longrightarrow T^{*} Q \oplus T Q \\
(\alpha, v) & \longmapsto(\alpha+\operatorname{Leg}(v), v) .
\end{aligned}
$$

A direct computation shows that $H \circ F^{-1}=\bar{H}$. Moreover, in local coordinates,

$$
\left(F^{-1}\right)^{*}\left(d q^{A} \wedge d p_{A}\right)=d q^{A} \wedge\left[d p_{A}+d\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)\right]=d q^{A} \wedge d p_{A}+d q^{A} \wedge d\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)
$$

which implies $F^{*}\left(\Omega+p r_{2}^{*} \omega_{L}\right)=\Omega$.
Denote by $j: T^{*} Q \times{ }_{Q} M \hookrightarrow T^{*} Q \oplus T Q$ and $i: M \hookrightarrow T Q$ the respective canonical inclusions. Let us define $\bar{\omega}=j^{*}\left(\Omega+p r_{2}^{*} \omega_{L}\right)$. Since $p r_{2} \circ j=i \circ \pi_{2}$, we have that

$$
\bar{\omega}=\omega+\left(i \circ \pi_{2}\right)^{*} \omega_{L} .
$$

Proposition 4.2. The solutions of the equations

$$
\begin{equation*}
i_{X} \omega=d H_{W_{0}} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
i_{Y} \bar{\omega}=d\left(j^{*} \bar{H}\right) \tag{4.2}
\end{equation*}
$$

are $F_{\mid W_{0}}$-related, that is, if $x \in T^{*} Q \times_{Q} M$ is a point where a solution $Y$ of equation (4.2) exists, then $T F^{-1}(Y)$ is a solution of equation (4.1) at $F^{-1}(x)$ and, conversely, if $X$ is a solution of equation (4.1) at $F^{-1}(x)$, then $T F(X)$ is a solution of equation (4.2) at $x$.

Proof. It readily follows from Lemma 4.1.
An immediate consequence is the following
Corollary 4.3. F preserves the constraint submanifolds provided by the presymplectic systems $\left(T^{*} Q \times_{Q} M, \omega, H_{W_{0}}\right)$ and $\left(T^{*} Q \times_{Q} M, \bar{\omega}, j^{*} \bar{H}\right)$. That is, if

$$
\begin{gathered}
\cdots \hookrightarrow W_{k} \cdots \hookrightarrow W_{1} \hookrightarrow W_{0}=T^{*} Q \times_{Q} M \text { and } \\
\quad \ldots \hookrightarrow P_{k} \cdots \hookrightarrow P_{1} \hookrightarrow P_{0}=T^{*} Q \times_{Q} M
\end{gathered}
$$

are the sequences of submanifolds generated by the Gotay and Nester algorithm for the first and the second presymplectic Hamiltonian system, respectively, then $F_{i}=F_{\mid W_{i}}$ : $W_{i} \longrightarrow P_{i}$, are diffeomorphisms for all $i$.

In conclusion, Proposition 4.2 and Corollary 4.3 show that solving the vakonomic Hamiltonian equations (4.1) as in $\S 3$ is equivalent to solving equations (4.2). Locally, if $\left(q^{A}(t), p_{A}(t), \dot{q}^{a}(t)\right)$ is an integral curve of $X$ then

$$
\left(q^{A}(t), p_{A}-i^{*} \frac{\partial L}{\partial \dot{q}^{A}}\left(q^{B}(t), \dot{q}^{b}(t)\right), \dot{q}^{a}(t)\right)
$$

is an integral curve of $Y$.
4.1. Vershik-Gershkovich approach. In [64], Vershik and Gershkovich gave a formulation for the "nonholonomic variational problem", i.e., the vakonomic problem, within the framework of the so-called mixed bundle picture, which we briefly review in the following (see also [7]).

If $\mathcal{D}: Q \longrightarrow T Q$ is a differentiable distribution along $Q$, then the mixed bundle over $Q$ associated with $\mathcal{D}$ is given by $\mathcal{D} \oplus \mathcal{D}^{o}$, where $\mathcal{D}^{o}$ is the codistribution annihilating $\mathcal{D}$; the fibres of $\mathcal{D} \oplus \mathcal{D}^{o} \longrightarrow Q$ are $\mathcal{D}_{q} \oplus \mathcal{D}_{q}^{o}$.

Let $\left\{\Phi^{\alpha}\left(q^{A}, \dot{q}^{A}\right)=\Psi_{a}^{\alpha}(q) \dot{q}^{a}-\dot{q}^{\alpha}, 1 \leq \alpha \leq m\right\}$ be a set of independent functions whose annihilation defines the distribution $\mathcal{D}$, and let $\left\{\eta^{\alpha}=\Psi_{a}^{\alpha} d q^{a}-d q^{\alpha}, 1 \leq \alpha \leq\right.$ $m\}$ be the corresponding basis of $\mathcal{D}^{o}$. Regarding $\mathcal{D} \subset T Q$ as the set of admissible velocities, Vershik and Gershkovich write the equations of motion (2.4) for the vakonomic problem $(L, \mathcal{D})$ as follows

$$
\left\{\begin{array}{l}
\left(\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}\right) d q^{A}=\dot{\lambda}_{\alpha} \eta^{\alpha}+\lambda_{\alpha}\left(i_{\dot{q}} d \eta^{\alpha}\right)  \tag{4.3}\\
\left\langle\dot{q}, \eta^{\alpha}\right\rangle=0,1 \leq \alpha \leq m
\end{array}\right.
$$

In this particular case, we obtain that $P_{1}$, the first constraint submanifold for the presymplectic Hamiltonian system $\left(T^{*} Q \times_{Q} M, \bar{\omega}, j^{*} \bar{H}\right)$, is just $\mathcal{D}^{o} \oplus \mathcal{D}$, since we get $\lambda_{a}+\lambda_{\alpha} \Psi_{a}^{\alpha}=0,1 \leq \alpha \leq m$.

If ( $P_{1}=\mathcal{D}^{o} \oplus \mathcal{D}, \omega_{P_{1}}$ ) is a symplectic manifold (see Proposition 3.5), then the equations of motion (4.3) determine a unique vector field on $\mathcal{D}^{\circ} \oplus \mathcal{D}$ and the Lagrange multipliers $\lambda_{\alpha}$ are coordinates in $\mathcal{D}^{o}$ with respect to the basis $\eta^{\alpha}$.

Consequently, the geometrical picture we have developed in $\S 3$ is equivalent to the Vershik-Gershkovich approach. As said above, we have obtained a generalization of the Vershik-Gershkovich formulation to the case of nonlinear constraints, just "translating" things from our approach by the diffeomorphism $F$.

In the nonlinear case, under the admissibility condition, one can verify that the first constraint submanifold $P_{1}=F\left(W_{1}\right)$ can be identified with the manifold $S^{*}\left(T M^{o}\right) \times_{Q} M$. In fact, we have that $S^{*}\left(T M^{o}\right)$ is generated by the 1 -forms

$$
S^{*} d \Phi^{\alpha}=d q^{\alpha}-\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} d q^{a}, 1 \leq \alpha \leq m
$$

If $\left(q^{A}, \lambda_{A}, \dot{q}^{a}\right) \in P_{1}$, then the 1-form $\lambda_{A} d q^{A}$ is a linear combination of the 1-forms $S^{*} d \Phi^{\alpha}$ in the following manner: $\lambda_{A} d q^{A}=\lambda_{\alpha} S^{*} d \Phi^{\alpha}$.
5. Geometric approach to nonholonomic mechanics. A nonholonomic Lagrangian system consists of a Lagrangian $L: T Q \rightarrow \mathbb{R}$ subject to nonholonomic constraints defined by $m$ local functions $\Phi^{\alpha}\left(q^{A}, \dot{q}^{A}\right), 1 \leq \alpha \leq m$. The equations of motion for nonholonomic mechanics are derived assuming that the constraints satisfy d'Alembert's principle, in the linear or affine case. In the nonlinear case, there does not seem to exist a general consensus concerning the correct principle to adopt [41,51]. The most widely used model is based on Chetaev's principle, which will also be adopted in the present paper. The equations of motion are then given by

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial \dot{q}^{A}}, \tag{5.1}
\end{equation*}
$$

together with the algebraic equations $\Phi^{\alpha}\left(q^{A}, \dot{q}^{A}\right)=0$. The functions $\lambda_{\alpha}, 1 \leq \alpha \leq$ $m$, are some Lagrange multipliers to be determined. As in the vakonomic case, we assume the admissibility condition, so it is possible to write the constraints as $\dot{q}^{\alpha}=$ $\Psi^{\alpha}\left(q^{A}, \dot{q}^{a}\right)$, where $1 \leq \alpha \leq m, m+1 \leq a \leq n$ and $1 \leq A \leq n$.

The study of nonholonomic systems in the realm of Geometric Mechanics started with the work by Vershik and Faddeev $[62,63]$ and has been an active area of research since then, with many contributions from different authors (see [16] for a recent survey). In particular, the role of symmetry has been treated extensively in the literature, starting with the work by Koiller [27] and going through the use of the Hamiltonian formalism [2], Lagrangian reduction [10], the geometry of the tangent bundle [12, 13, 17, 33] or Poisson methods [40], among others.

Nonholonomic mechanics also admits a nice geometrical description on the space $T^{*} Q \oplus T Q$ inspired on the Skinner and Rusk formalism [58]. In addition, this novel description will be appropriate to compare the solutions of the dynamics between the vakonomic and nonholonomic mechanics. In the following, we will prove that equations (5.1) can be intrinsically written as

$$
\left\{\begin{array}{r}
\left(i_{X} \Omega-d H\right)_{\mid T^{*} Q \times_{Q} M} \in F^{o},  \tag{5.2}\\
X_{\mid T^{*} Q \times_{Q} M} \in T\left(T^{*} Q \times_{Q} M\right)
\end{array}\right.
$$

where $\Omega$ is the presymplectic 2-form $\Omega=p r_{1}^{*} \omega_{Q}$ on $T^{*} Q \oplus T Q, H$ the Hamiltonian function $H=\left\langle p r_{1}, p r_{2}\right\rangle-p r_{2}^{*} L$ and $F^{o}$ the subbundle of $T^{*}\left(T^{*} Q \oplus T Q\right)$ along $T^{*} Q \times{ }_{Q}$ $M$ defined by $F^{o}=p r_{2}^{*}\left(S^{*}\left(T M^{o}\right)\right)$, representing the constraint forces.

Indeed we have in local coordinates

$$
\Omega=d q^{A} \wedge d p_{A}, \quad d H=\dot{q}^{A} d p_{A}+p_{A} d \dot{q}^{A}-\frac{\partial L}{\partial q^{A}} d q^{A}-\frac{\partial L}{\partial \dot{q}^{A}} d \dot{q}^{A}
$$

and $F^{o}$ is generated by the 1 -forms

$$
\frac{\partial \Phi^{\alpha}}{\partial \dot{q}^{A}} d q^{A}=\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} d q^{a}-d q^{\alpha}, 1 \leq \alpha \leq m
$$

If $X=X^{A} \frac{\partial}{\partial q^{A}}+Y^{A} \frac{\partial}{\partial \dot{q}^{A}}+Z_{A} \frac{\partial}{\partial p_{A}}$ was a solution of equations (5.2), then

$$
\begin{equation*}
X^{A}=\dot{q}^{A}, \quad Z_{A}=\frac{\partial L}{\partial q^{A}}+\lambda_{\alpha} \frac{\partial \Phi^{\alpha}}{\partial \dot{q}^{A}} \tag{5.3}
\end{equation*}
$$

along with the constraints

$$
\begin{equation*}
p_{A}-\frac{\partial L}{\partial \dot{q}^{A}}=0, \quad \Phi^{\alpha}\left(q^{A}, \dot{q}^{A}\right)=0 \tag{5.4}
\end{equation*}
$$

Observe that these constraints determine a submanifold $\tilde{M}$ of $T^{*} Q \times{ }_{Q} M$. The submanifold $\tilde{M}$ is diffeomorphic to $M$ since

$$
\begin{array}{rll}
M & \longrightarrow \tilde{M} \\
m & \longmapsto & \left(\operatorname{Leg}_{L}(m), m\right)
\end{array}
$$

is a diffeomorphism. $\tilde{M}$ is the first constraint submanifold provided by the constraint algorithm applied to equations (5.2). This algorithm will lead to a final constraint submanifold on which there exists a well-defined dynamics. Obviously, equations (5.3) and (5.4) are equivalent to the nonholonomic equations of motion (5.1).

In terms of the $\Psi^{\alpha}$ s the above equations can be written as

$$
X^{A}=\dot{q}^{A}, \quad Z_{a}=\frac{\partial L}{\partial q^{a}}+\lambda_{\alpha} \frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}}, \quad Z_{\beta}=\frac{\partial L}{\partial q^{\beta}}-\lambda_{\beta},
$$

together with the constraints

$$
\begin{equation*}
p_{A}-\frac{\partial L}{\partial \dot{q}^{A}}=0, \quad \dot{q}^{\alpha}-\Psi^{\alpha}\left(q^{A}, \dot{q}^{a}\right)=0 \tag{5.5}
\end{equation*}
$$

Therefore, a solution $X$ of (5.2) is of the form

$$
\begin{aligned}
X= & \dot{q}^{a}\left(\frac{\partial}{\partial q^{a}}+\frac{\partial \Psi^{\alpha}}{\partial q^{a}} \frac{\partial}{\partial \dot{q}^{\alpha}}+\left(\frac{\partial^{2} L}{\partial \dot{q}^{A} \partial q^{a}}+\frac{\partial \Psi^{\alpha}}{\partial q^{a}} \frac{\partial^{2} L}{\partial \dot{q}^{A} \partial \dot{q}^{\alpha}}\right) \frac{\partial}{\partial p_{A}}\right) \\
& +\Psi^{\gamma}\left(\frac{\partial}{\partial q^{\gamma}}+\frac{\partial \Psi^{\alpha}}{\partial q^{\gamma}} \frac{\partial}{\partial \dot{q}^{\alpha}}+\left(\frac{\partial^{2} L}{\partial \dot{q}^{A} \partial q^{\gamma}}+\frac{\partial \Psi^{\alpha}}{\partial q^{\gamma}} \frac{\partial^{2} L}{\partial \dot{q}^{A} \partial \dot{q}^{\alpha}}\right) \frac{\partial}{\partial p_{A}}\right) \\
& +Y^{a}\left(\frac{\partial}{\partial \dot{q}^{a}}+\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} \frac{\partial}{\partial \dot{q}^{\alpha}}+\left(\frac{\partial^{2} L}{\partial \dot{q}^{A} \partial \dot{q}^{a}}+\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{a}} \frac{\partial^{2} L}{\partial \dot{q}^{A} \partial \dot{q}^{\alpha}}\right) \frac{\partial}{\partial p_{A}}\right) .
\end{aligned}
$$

Under the regularity assumption, which here means that the matrix

$$
\begin{equation*}
\tilde{\mathcal{C}}_{a b}=\frac{\partial^{2} \tilde{L}}{\partial \dot{q}^{a} \partial \dot{q}^{b}}-i^{*}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right) \frac{\partial^{2} \Psi^{\alpha}}{\partial \dot{q}^{a} \partial \dot{q}^{b}} \tag{5.6}
\end{equation*}
$$

is invertible (see [57]), there is a unique solution of the dynamics on $\tilde{M}$. In particular, after some computations we obtain
$Y^{a}=-\tilde{\mathcal{C}}^{a b}\left[\dot{q}^{A} \frac{\partial^{2} \tilde{L}}{\partial q^{A} \partial \dot{q}^{b}}-\dot{q}^{A} i^{*}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right) \frac{\partial^{2} \Psi^{\alpha}}{\partial q^{A} \partial \dot{q}^{b}}-\frac{\partial \tilde{L}}{\partial q^{b}}+i^{*}\left(\frac{\partial L}{\partial q^{\alpha}}\right)\left(\frac{\partial \Psi^{\alpha}}{\partial q^{b}}-\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{b}}\right)\right]$,
where $i: M \rightarrow T Q$ is the canonical inclusion and $\left(\tilde{\mathcal{C}}^{a b}\right)$ the inverse matrix of $\left(\tilde{\mathcal{C}}_{a b}\right)$.
Taking coordinates $\left(q^{A}, \dot{q}^{a}\right)$ on $\tilde{M}$, the equations of motion for a nonholonomic system will be

$$
\left\{\begin{array}{l}
\dot{q}^{\alpha}=\Psi^{\alpha}\left(q^{A}, \dot{q}^{a}\right)  \tag{5.7}\\
\ddot{q}^{a}=-\mathcal{C}^{a b}\left[\dot{q}^{A} \frac{\partial^{2} \tilde{L}}{\partial q^{A} \partial \dot{q}^{b}}-\dot{q}^{A} i^{*}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right) \frac{\partial^{2} \Psi^{\alpha}}{\partial q^{A} \partial \dot{q}^{b}}-\frac{\partial \tilde{L}}{\partial q^{b}}+i^{*}\left(\frac{\partial L}{\partial q^{\alpha}}\right)\left(\frac{\partial \Psi^{\alpha}}{\partial q^{b}}-\frac{\partial \Psi^{\alpha}}{\partial \dot{q}^{b}}\right)\right]
\end{array}\right.
$$

6. Vakonomic and nonholonomic mechanics: Equivalence of dynamics. In this section, we shall investigate the relation between vakonomic and nonholonomic dynamics. Consider a physical system with Lagrangian $L: T Q \rightarrow \mathbb{R}$ and constraint submanifold $M \subset T Q$. Let us assume that the vakonomic problem lives on the first constraint submanifold, $W_{1}$, and that the nonholonomic one lives on $\tilde{M}$ (this will be the case if the constraints are linear and the admissibility and compatibility conditions are satisfied). As a consequence, we have well defined vector fields $X_{v k}$ on $W_{1}$ and $X_{n h}$ on $\tilde{M}$. It is clear that the mapping $\left(\pi_{2}\right)_{\mid W_{1}}: W_{1} \rightarrow M$ is a surjective submersion and that we can define the mapping $\Upsilon: W_{1} \rightarrow \tilde{M}$ as

$$
\begin{array}{lcll}
\Upsilon: & W_{1} & \longrightarrow & \tilde{M} \\
(\alpha, v) & \longmapsto & \left(\operatorname{Leg}_{L}(v), v\right)
\end{array}
$$

In coordinates, $\Upsilon$ reads as $\Upsilon\left(q^{A}, \dot{q}^{a}, p_{\alpha}\right)=\left(q^{A}, \dot{q}^{a}\right)$.
Our aim is to know whether, given a solution of the nonholonomic problem, we can find initial conditions in the vakonomic Lagrange multipliers, $p_{\alpha}$, so that the curve can also be seen as a solution of the vakonomic problem. In order to capture the common solutions to both systems, we have developed the following algorithm. It is inspired on the idea of the $\Upsilon$-relation of $X_{v k}$ and $X_{n h}$ and the constraint algorithm developed by O. Krupková [30]. If both fields were $\Upsilon$-related, then the projection to $\tilde{M}$ of all the vakonomic solutions would be nonholonomic. So, selecting those points where both vector fields are related, we are picking up all the possible good candidates. We write $W_{1}=S_{0}$ and define

$$
S_{1}=\left\{w \in S_{0} \mid T_{w} \Upsilon\left(X_{v k}(w)\right)=X_{n h}(\Upsilon(w))\right\}
$$

In general $S_{1}$ is not a submanifold. If $S_{1}=\emptyset$, there is no relation between the vakonomic and nonholonomic dynamics. If $S_{1} \neq \emptyset$, we apply the following algorithm:

- Step 1: For any $w \in S_{1}$, consider $C_{(w)}=\cup_{i} C_{(w) i}$, the union of all connected submanifolds $C_{(w) i}$ of maximal dimension lying in $S_{1}$, contained in a neighborhood $U$ of $w$ and passing through $w$ (maximal dimension means that if $N$ is a connected submanifold lying in $S_{1} \cap U$ passing through $w$ and $C_{(w) i} \subseteq N$, then $\left.C_{(w) i}=N\right)$.
Suppose that $C_{(w)} \neq\{w\}$. For each $i$ we consider the subset of $C_{(w) i}$

$$
\tilde{C}_{(w) i}=\left\{v \in C_{(w) i} \mid X_{v k}(v) \in T_{v} C_{(w) i}\right\} .
$$

If $\tilde{C}_{(w) i}=C_{(w) i}$ then we call the submanifold $C_{(w) i}$ a final constraint submanifold at $w$. If $\tilde{C}_{(w) i}=\emptyset$, we exclude $C_{(w) i}$ from the collection $C_{(w)}$. If $\emptyset \subsetneq \tilde{C}_{(w) i} \subsetneq C_{(w) i}$, then we proceed to the next step.

- Step 2: Repeat the Step 1 with $\tilde{C}_{(w) i}$ instead of $S_{1}$.

After a sufficient number of steps in this algorithm we either obtain a collection of final constraint submanifolds at $w$, or we find that there is no final constraint submanifold passing through $w$. Collecting all the points where there exist such final constraint submanifolds, we obtain the subset of $W_{1}$ where there is equivalence between vakonomic and nonholonomic dynamics.

Suppose that the constraints $\Phi^{\alpha}, 1 \leq \alpha \leq m$, are linear in the velocities so we can write them as $\dot{q}^{\alpha}=\Psi_{a}^{\alpha}(q) \dot{q}^{a}$. In such a case, the matrices $\mathcal{C}$ and $\tilde{\mathcal{C}}$ defined in (3.9) and (5.6), respectively, are the same (even for constraints affine in the velocities).

Proposition 6.1. $S_{1}$ is locally characterized by the vanishing of the $n-m$ constraints functions on $W_{1}$

$$
\begin{equation*}
g_{b}=\dot{q}^{a}\left(p_{\alpha}-i \frac{\partial L}{\partial \dot{q}^{\alpha}}\right)\left[\frac{\partial \Psi_{b}^{\alpha}}{\partial q^{a}}-\frac{\partial \Psi_{a}^{\alpha}}{\partial q^{b}}+\Psi_{a}^{\beta} \frac{\partial \Psi_{b}^{\alpha}}{\partial q^{\beta}}-\Psi_{b}^{\beta} \frac{\partial \Psi_{a}^{\alpha}}{\partial q^{\beta}}\right], \quad m+1 \leq b \leq n . \tag{6.1}
\end{equation*}
$$

Proof. The comparison between the vector fields $X_{v k}$ and $X_{n h}$ consists of taking the difference between $\ddot{q}^{a}$ 's in the expressions (3.8) and (5.7) and equating the result to zero.

Consider the local projection $\rho\left(q^{a}, q^{\alpha}\right)=\left(q^{\alpha}\right)$ and the connection $\Gamma$ on $\rho$ such that the horizontal distribution $\mathcal{H}$ is given by prescribing its annihilator to be $\mathcal{H}^{\circ}=$ $\left\langle d q^{\alpha}-\Psi_{a}^{\alpha} d q^{a}, 1 \leq \alpha \leq m\right\rangle$. Then the curvature $R$ of this connection (see [34]) is given by $R\left(\frac{\partial}{\partial q^{a}}, \frac{\partial}{\partial q^{b}}\right)=R_{a b}^{\alpha} \frac{\partial}{\partial q^{\alpha}}$, where

$$
R_{a b}^{\alpha}=\frac{\partial \Psi_{b}^{\alpha}}{\partial q^{a}}-\frac{\partial \Psi_{a}^{\alpha}}{\partial q^{b}}+\Psi_{a}^{\beta} \frac{\partial \Psi_{b}^{\alpha}}{\partial q^{\beta}}-\Psi_{b}^{\beta} \frac{\partial \Psi_{a}^{\alpha}}{\partial q^{\beta}} .
$$

We say that $\Gamma$ is flat if the curvature $R$ vanishes identically. The tensor $R$ measures the lack of integrability of the horizontal distribution $\mathcal{H}$, which in our case is the constraint manifold. Then, we can write the constraints determining $S_{1}$ as

$$
g_{b}=\dot{q}^{a}\left(p_{\alpha}-i^{*} \frac{\partial L}{\partial \dot{q}^{\alpha}}\right) R_{a b}^{\alpha}, \quad m+1 \leq b \leq n .
$$

From this expression we deduce that if the constraints are holonomic, then $R=0$ and the final constraint submanifold is equal to $S_{0}=W_{1}$. Therefore, every solution of the nonholonomic problem is also a vakonomic solution. Indeed, equations (3.3-3.5) will read as

$$
\left\{\begin{array}{l}
\dot{q}^{\alpha}=\Psi_{a}^{\alpha} \dot{q}^{a}  \tag{6.2}\\
\dot{p}_{\alpha}=\frac{\partial \tilde{L}}{\partial q^{\alpha}}-p_{\beta} \frac{\partial \Psi_{a}^{\beta}}{\partial q^{\alpha}} \dot{q}^{a} \\
\frac{d}{d t}\left(\frac{\partial \tilde{L}}{\partial \dot{q}^{a}}\right)-\frac{\partial \tilde{L}}{\partial q^{a}}=\Psi_{a}^{\alpha} \frac{\partial \tilde{L}}{\partial q^{a}}
\end{array}\right.
$$

The first and the third set of equations determine the trajectory in $M$. The Lagrange multipliers $p_{\alpha}$ are determined by the second set of equations once we know the solution in $M$. This is the typical behavior of the holonomic case [1, 36]. But, in general, for linear constraints, the first constraint subset in the algorithm is determined by

$$
S_{1}=\left\{g_{b}=0, m+1 \leq b \leq n\right\},
$$

where $g_{b}\left(q^{A}, \dot{q}^{a}, p_{\alpha}\right)=\dot{q}^{a} R_{a b}^{\alpha}(q)\left(p_{\alpha}-\frac{\partial L}{\partial \dot{q}^{\alpha}}\right)$. Note that $S_{1}$ will not be a submanifold, because 0 is not a regular value of the functions $g_{b}, b=m+1, \ldots, n$. Anyway, the geometric context we have developed can be very useful to tackle the problem of the comparison of the two methods.

Proposition 6.2. If $c(t)=\left(q^{A}(t)\right)$ is a solution of the unconstrained problem which, in addition, verifies all the constraints, i.e,

$$
\dot{q}^{\alpha}(t)=\Psi_{a}^{\alpha}(q(t)) \dot{q}^{a}(t), 1 \leq \alpha \leq m
$$

then $c(t)$ is a solution of the nonholonomic and vakonomic problems simultaneously.
Proof. Let us consider the submanifold $S:=\left\{p_{\alpha}=i^{*}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right)\right\}$, which is contained in $S_{1}$. A natural question is whether the vakonomic vector field will be tangent to $S$, that is, $X_{v k} \in T S$. From equations (3.3-3.5), we have along any integral curve of the vakonomic vector field

$$
X_{v k} \in T S \Longleftrightarrow \frac{d}{d t}\left(p_{\alpha}-i^{*} \frac{\partial L}{\partial \dot{q}^{\alpha}}\right)=0 \Longleftrightarrow \dot{p}_{\alpha}=\dot{q}^{A} \frac{\partial^{2} L}{\partial q^{A} \partial \dot{q}^{\alpha}}+\ddot{q}^{a} \frac{\partial^{2} L}{\partial \dot{q}^{a} \partial \dot{q}^{\alpha}}
$$

On $S$, we have that

$$
\dot{p}_{\alpha}=\frac{\partial \tilde{L}}{\partial q^{\alpha}}-p_{\beta} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}}=\frac{\partial \tilde{L}}{\partial q^{\alpha}}-\frac{\partial L}{\partial \dot{q}^{\beta}} \frac{\partial \Psi^{\beta}}{\partial q^{\alpha}}=\frac{\partial L}{\partial q^{\alpha}} .
$$

Then the above condition can be rewritten as

$$
\frac{\partial L}{\partial q^{\alpha}}=\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right)
$$

that with equations (3.5) are precisely the Euler-Lagrange equations. Then, we have proved that a solution $c(t)$ of the unconstrained problem satisfies the constraints if and only if

$$
\left(q^{A}(t), i^{*}\left(\frac{\partial L}{\partial \dot{q}^{\alpha}}\right), \dot{q}^{a}(t)\right)
$$

is a solution of the vakonomic equations (3.3). Since the constraints $g_{b}=0$ are automatically satisfied for all the points in $S$ we deduce that $c(t)$ is also a solution of the nonholonomic problem.

Remark 6.3. As a consequence of Proposition 6.2 we obtain that if $g$ is a Riemannian metric on $Q$, with kinetic energy $L=\frac{1}{2} g$, and if we assume that we are given a distribution $\mathcal{D}$ on $Q$ which is geodesically invariant with respect to the LeviCivita connection $\nabla^{g}$, then all the nonholonomic solutions can be seen as vakonomic ones. In fact, they all are solutions of the free problem. This last result was first stated in [20] (Theorem 3.2) with additional hypothesis on the nature of the metric $g$ and the integrability of $\mathcal{D}^{\perp_{g}}$ which are not essential, as we have seen.

Remark 6.4. Let $\Theta: G \times Q \longrightarrow Q$ be a free and proper action on $Q$. Then $\pi: Q \longrightarrow Q / G$ is a principal $G$-bundle. Assume that the Lagrangian $L: T Q \longrightarrow \mathbb{R}$ is $G$-invariant and is subject to equivariant affine constraints, $M$, such that its linear part $\mathcal{D}$ is the horizontal distribution of a principal connection $\gamma$ on $\pi: Q \longrightarrow Q / G$. Then, we have the following result, which is an adaptation of Theorem 3.1 in [20] to our geometric description of vakonomic and nonholonomic mechanics.

Proposition 6.5. Assume that the admissibility and compatibility conditions hold. Then, the following are equivalent:

1. the solution of the nonholonomic problem $\left(q^{A}(t), \dot{q}^{a}(t)\right) \in \tilde{M}$ verifies the condition $g_{b}\left(q^{A}(t), \dot{q}^{a}(t), p_{0}\right)=0$ for some $p_{0}, m+1 \leq b \leq n$.
2. the curve $\left(q^{A}(t), \dot{q}^{a}(t), p_{0}\right) \in W_{1}$ is a vakonomic solution.

Example 6.6 (Rolling penny [4]). Consider a vertical penny constrained to roll without slipping on a horizontal plane. Let $(x, y)$ denote the position of contact of the disk in the plane, $\theta$ the orientation of a chosen material point $P$ with respect to the vertical and $\phi$ the heading angle of the penny. The configuration space is then
$Q=\mathbb{R}^{2} \times \mathbb{S}^{1} \times \mathbb{S}^{1}$. The Lagrangian may be written as $L=\left(\dot{x}^{2}+\dot{y}^{2}+\dot{\theta}^{2}+\dot{\phi}^{2}\right) / 2$ and the constraints are given by $\dot{x}=\dot{\theta} \cos \phi, \dot{y}=\dot{\theta} \sin \phi$. For simplicity, we assume that the mass $m$, the moments of inertia $I, J$ and the radius of the penny $R$ are 1 .

Applying the algorithm, we obtain the final constraint submanifolds

$$
\begin{aligned}
& C_{f_{1}}=\left\{w \in W_{1} \mid \dot{\phi}=0\right\}, \quad C_{f_{2}}=\left\{w \in W_{1} \mid 2 \dot{\theta}=p_{x} \cos \phi+p_{y} \sin \phi\right\} \\
& C_{f_{3}}=\left\{w \in W_{1} \mid \dot{\theta}=0, \dot{\phi}=0\right\}
\end{aligned}
$$

The nonholonomic solutions living on $C_{f_{1}}$ are motions of the penny along a straight line in the horizontal plane. The nonholonomic solutions in $C_{f_{3}}$ are stationary positions. However, any nonholonomic solution can be seen as a vakonomic one contained in $C_{f_{2}}$, with Lagrange multipliers $p_{x}=2 \dot{\theta} \cos \phi$ and $p_{y}=2 \dot{\theta} \sin \phi$. In terms of the extended Lagrangian formalism mentioned in Remark 2.4, we have the following Lagrange multipliers

$$
\lambda_{x}=\frac{\partial L}{\partial x}-p_{x}=\dot{x}-p_{x}=-\dot{\theta} \cos \phi, \quad \lambda_{y}=\frac{\partial L}{\partial y}-p_{y}=\dot{y}-p_{y}=-\dot{\theta} \sin \phi
$$

which is just the result of Bloch and Crouch [4].
Example 6.7 (Planar mobile robot). Consider the motion of a two-wheeled planar mobile robot which is able to move in the direction in which it points and, in addition, can spin about a vertical axis $[26,29,33]$. Let $P$ be the intersection point of the horizontal symmetry axis of the robot and the horizontal line connecting the centers of the two wheels. The position and orientation of the robot is determined by $(x, y, \theta) \in S E(2)$, where $\theta \in \mathbb{S}^{1}$ is the heading angle and the coordinates $(x, y) \in \mathbb{R}^{2}$ locate the point $P$. Let $\psi_{1}, \psi_{2} \in \mathbb{S}^{1}$ denote the rotation angles of the wheels which are assumed to be controlled independently and roll without slipping on the floor. The configuration space of this system is $Q=\mathbb{S}^{1} \times \mathbb{S}^{1} \times S E(2)$.

The Lagrangian function is the kinetic energy of the system

$$
L=\frac{1}{2} m\left(\dot{x}^{2}+\dot{y}^{2}\right)+m_{0} l \dot{\theta}(\cos \theta \dot{y}-\sin \theta \dot{x})+\frac{1}{2} J \dot{\theta}^{2}+\frac{1}{2} J_{2}\left(\dot{\psi}_{1}^{2}+\dot{\psi}_{2}^{2}\right),
$$

where $m=m_{0}+2 m_{1}, m_{0}$ is the mass of the robot without the wheels, $J$ its moment of inertia with respect to the vertical axis, $m_{1}$ the mass of each wheel, $J_{2}$ the axial moments of inertia of the wheels, and $l$ the distance between the center of mass $C$ of the robot and the point $P$. The constraints are induced by the conditions that there is no lateral sliding of the robot and that the motion of the wheels also consists of a rolling without sliding,

$$
\dot{x}=-R \cos \theta\left(\dot{\psi}_{1}+\dot{\psi}_{2}\right) / 2, \dot{y}=-R \sin \theta\left(\dot{\psi}_{1}+\dot{\psi}_{2}\right) / 2, \dot{\theta}=R\left(\dot{\psi}_{2}-\dot{\psi}_{1}\right) /(2 c),
$$

where $R$ is the radius of the wheels and $2 c$ the lateral length of the robot.
This example is very interesting because its qualitative behavior changes completely depending on the parameters. If $l=0$ (namely, the point $P$ is the center of mass of the robot), application of the algorithm yields the following constraint submanifolds

$$
\begin{aligned}
& C_{f_{1}}=\left\{w \in W_{1} \mid p_{x} \sin \theta-p_{y} \cos \theta=0, \dot{\psi}_{1}=\dot{\psi}_{2}\right\} \\
& C_{f_{2}}=\left\{w \in W_{1} \mid p_{x}=0, p_{y}=0\right\}, \quad C_{f_{3}}=\left\{w \in W_{1} \mid \dot{\psi}_{1}=0, \dot{\psi}_{2}=0\right\}
\end{aligned}
$$

If $l \neq 0$ and $K_{1} \neq K_{2}^{2}$, with $K_{1}=J_{2}\left(J_{2}+m R^{2} / 2+R^{2} J / 2 c^{2}\right)+m R^{3} J / 4 c^{2}, K_{2}=$ $m_{0} l R^{2} / 2 c$, we find that

$$
\begin{aligned}
& C_{f_{1}}=\left\{w \in W_{1} \mid p_{x} \sin \theta-p_{y} \cos \theta=0, \dot{\psi}_{1}=\dot{\psi}_{2}\right\} \\
& C_{f_{2}}=\left\{w \in W_{1} \mid \dot{\psi}_{1}=0, \dot{\psi}_{2}=0\right\}
\end{aligned}
$$

whereas if $K_{1}=K_{2}^{2}$, we obtain an additional final constraint submanifold

$$
\begin{array}{r}
C_{f_{3}}=\left\{w \in W_{1} \mid p_{x}=K_{2}\left(\dot{\psi}_{1}-\dot{\psi}_{2}\right) \sin \theta / R-2 K_{2}^{2}\left(\dot{\psi}_{1}+\dot{\psi}_{2}\right) \cos \theta / R\left(2 K_{1} / J_{2}-m R^{2}\right),\right. \\
\left.p_{y}=-2 K_{2}^{2}\left(\dot{\psi}_{1}+\dot{\psi}_{2}\right) \sin \theta / R\left(2 K_{1} / J_{2}-m R^{2}\right)-K_{2}\left(\dot{\psi}_{1}-\dot{\psi}_{2}\right) \cos \theta / R\right\}
\end{array}
$$

Therefore, in the cases $l=0$ and $l \neq 0, K_{1}=K_{2}^{2}$, every nonholonomic solution can be seen as a vakonomic one. This has the following interesting physical interpretation: under an appropriate design of the robot (i.e., choice of the parameters), the trajectories that it describes between two points are optimal, in the sense that they minimize the energy cost among all the other possible trajectories satisfying the constraints and connecting the given points.

Example 6.8 (Ball on a rotating table [36]). Applying the algorithm to this example, one can recover the result found in [36]. The configuration space is $Q=\mathbb{R}^{2} \times$ $S O(3)$ with coordinates $(x, y, R)$. We denote the spatial angular velocity by $\xi \in \mathbb{R}^{3}$, where $\hat{\xi}=\dot{R} R^{T}$. The Lagrangian is $L=I\left(\left(\xi^{1}\right)^{2}+\left(\xi^{2}\right)^{2}+\left(\xi^{3}\right)^{2}\right) / 2+m\left(\dot{x}^{2}+\dot{y}^{2}\right) / 2$, where $I$ and $m$ are the moment of inertia and mass of the ball, respectively. The constraints are $\dot{x}=r \xi^{2}-\Omega y, \dot{y}=-r \xi^{1}+\Omega x$, where $r$ is the radius of the ball and $\Omega$ is the angular velocity of the table.

Applying the algorithm, one finds the following final constraint submanifolds

$$
C_{f_{1}}=\left\{w \in W_{1} \mid \dot{x}=\dot{y}=p_{x}=p_{y}=0\right\}, \quad C_{f_{2}}=\left\{w \in W_{1} \mid \xi^{3}=\Omega\right\} .
$$

There are nonholonomic solutions that can not be seen as vakonomic ones (see [36]).
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