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Abstract

This paper deals with the problem of accurately determining guaranteed suboptimal values of an unknown cost function on
the basis of noisy measurements. We consider a set-valued variant to regression where, instead of finding a best estimate of the
cost function, we reason over all functions compatible with the measurements and apply robust methods explicitly in terms of
the data. Our treatment provides data-based conditions under which closed-forms expressions of upper bounds of the unknown
function can be obtained, and regularity properties like convexity and Lipschitzness can be established. These results allow
us to provide tests for point- and set-wise verification of suboptimality, and tackle the cautious optimization of the unknown
function in both one-shot and online scenarios. We showcase the versatility of the proposed methods in two control-relevant
problems: data-driven contraction analysis of unknown nonlinear systems and suboptimal regulation with unknown dynamics
and cost. Simulations illustrate our results.
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1 Introduction

In many real-world applications involving optimization, the
cost or reward function is not fully known and has to be
ascertained from measurements. Such situations can arise
due to a variety of factors, including system complexity,
large-scale structure, or lack of access to the relevant in-
formation in unknown or adversarial scenarios. These con-
siderations motivate the need for quantifiable performance
guarantees that can be used for control and optimization in
safety-critical applications. In this paper, we are therefore
interested in cautious optimization of unknown functions,
i.e., accurately determining guaranteed suboptimal values
on the basis of noisy measurements. We consider both one-
shot scenarios, where we are required to make decisions
on the basis of a given set of data, and online scenarios,
where the suboptimization of the unknown function can
be repeatedly refined based on the collection of additional
measurements. Our approach, based on data informativity,
allows us to derive results which are robust against worst-
case situations.

Literature review: Data-based optimization is a widely ap-
plicable and thoroughly investigated area. Giving a full
overview of all methods and results is not possible, and
thus we focus here on those most relevant to our treatment.
The problems considered here are robust optimization pro-
grams, see e.g. [2, 3] and references therein. Solution ap-
proaches to data-based optimization problems usually start
by using the data to obtain an estimate of the unknown
function which in some sense ‘best’ explains the measure-
ments. This requires the definition of the class of admissi-
ble functions. Popular nonparametric techniques are based

? A preliminary version of this work was submitted as [1] to
the IEEE Conference on Decision and Control. Corresponding
author J. Eising.

on Gaussian processes, as in [4], the approximation prop-
erties of neural networks [5, 6], and of particular relevance
to our analysis here is the work on set-membership identi-
fication [7–9]. These works consider similar set-valued un-
certainties, on the basis of Lipschitz interpolation.

In contrast, we make use of basis functions, where the un-
known function is parameterized by a linear combination of
the basis. Choices that balance expressiveness and the num-
ber of parameters are linear, polynomials, Gaussian, and
sigmoidal functions. Depending on the problem, one may
also choose a basis by taking into account physical consid-
erations or emplying spectral methods [10–12]. Once a ba-
sis is chosen, the data is used to perform regression [13,14]
on the parameters. What remains to be defined is then
the metric chosen to decide the best estimate. Common
methods are least squares (minimal Frobenius norm), ridge
regression (minimal L2 norm), sparse or Lasso regression
(minimal L1 norm). The nonlinear system-identification
literature has also brought forward methods which deter-
mine models that are sparse [15], of low rank (via dynamic
mode decomposition) [16–18], or both [19]. Regardless of
how one obtains an estimate, the second step in data-based
optimization is to employ either a certainty-equivalent or
robust method to find optimal values.

The alternative approach we use here is in line with the
literature of data-driven control methods on the basis of
Willems’ fundamental lemma [20]. More specifically, we
consider the concept of data informativity [21]. Simply put,
these methods take the viewpoint that guaranteed conclu-
sions can be drawn from data only if all systems compati-
ble with the measurements have this property. Of specific
interest to this paper are works that deal with nonlinear
systems and a number of recent works have worked with
systems given in terms of bilinear [22] or polynomial basis
functions [23, 24], albeit in discrete time. Simultaneously,
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there haven been efforts in generalizing Willems’ lemma to
continuous time [25, 26] and linking the results in discrete
and continuous time by investigating sampling [27].

Our applications here concern data-based contraction anal-
ysis of nonlinear systems [28, 29] and the regulation of an
unknown system to the suboptimal point of an unknown
cost function. Data-based regulation with a known cost
function has been investigated in a number of forms, in-
cluding linear quadratic regulation, see [30] and references
therein, and more general cost functions via optimization-
based controllers [31,32]. In [33], such controllers have been
employed to optimize unknown cost functions. Finally, the
online optimization scenario considered here is inspired by
methods such as extremum-seeking control [34–36]. How-
ever, our implementation and performance guarantees are
of a markedly different nature.

Statement of contributions: We tackle the data-based op-
timization of an unknown vector-valued function with the
goal of obtaining quantifiable performance guarantees.
Starting from the assumption that the unknown function
is parameterized in terms of a finite number of basis func-
tions, we consider set-valued regression, i.e., we reason with
the set of all parameters compatible with the measure-
ments for which the noise satisfies a bound given in terms
of a quadratic matrix inequality. We take a worst-case ap-
proach regarding noise realizations, leading us to provide
solutions to the following cautious optimization problems:

(i) We provide conditions in terms of the measurements,
basis functions, and noise model which guarantee that
either the 2−norm or a linear functional of the un-
known function is upper bounded by a given δ ∈ R
for a given z ∈ Rn. Moreover, these results make it
possible for us to find the smallest worst-case bounds;

(ii) We also provide data-based conditions for convexity of
either the true function or its worst-case norm bounds.
These allow us to introduce a gradient-based method
for finding the minimizer of the upper bound;

(iii) We also identify data-based conditions for Lipschitz-
ness which, using interpolation, allows us to derive
upper bounds guaranteed to hold over compact sets.

We illustrate the versatility of the results in two application
scenarios: contraction analysis of nonlinear systems (for
which we provide data-based tests to determine one-sided
Lipschitz constants and use them to guarantee contractiv-
ity) and suboptimal regulation of unknown plants with un-
known cost functions (for which we employ convexity and
Lipschitzness to find a fixed input such that the value of
the cost function at the corresponding fixed point can be
explicitly bounded above). Our final contribution is to on-
line data-based optimization. We describe a framework for
incorporating new measurements of the unknown function
which includes online local descent, a method that itera-
tively collects measurements locally and then minimizes an
upper bound of the form described above. We prove that
under mild assumptions on the collection of data, the set
of parameters consistent with all collected measurements
shrinks. This allows us to conclude that the upper bounds
found with online local descent converge to the true opti-
mizer of the unknown function.

Preliminary results of this paper were presented in the con-
ference article [1], whose focus was restricted to scalar func-
tions and provided upper bounds and analyzed convexity

on the basis of data. The conference paper also presented a
simplified version of online local descent for the scalar case.
All of these are special cases of the present work. Note that
the generalization here from scalar to vector-valued func-
tions is instrumental in expanding the range of possibili-
ties for application in analysis and control of the proposed
data-based optimization framework.

Notation: Throughout the paper, we use the following no-
tation. We denote by N and R the sets of nonnegative in-
teger and real numbers, respectively. We let Rn×m denote
the space of n×m real matrices and Sn the space of sym-
metric n× n matrices. For a vector x ∈ Rn we denote the
standard p−norm by ‖x‖p. Given R ∈ Rn×n, we define the
weighted p−norm by ‖x‖p,R := ‖Rx‖p. The ith standard
basis vector is denoted ei. The induced matrix norm w.r.t.
to the p−norm is denoted ‖A‖p for A ∈ Rn×m. For vectors
v ∈ Rn, we write v > 0 (resp. v > 0) for elementwise non-
negativity (resp. positivity). The sets of such vectors are de-
noted Rn>0 := {v ∈ Rn|v > 0} and Rn>0 := {v ∈ Rn|v > 0}.
For P ∈ Sn, P > 0 (resp. P > 0) denotes that P is sym-
metric positive semi-definite (resp. definite). For a square
matrix M , we denote λmin(M) and λmax(M) for the small-
est and largest eigenvalue of M . We denote the smallest
singular value of M ∈ Rn×m by σ−(M) and its Moore-
Penrose pseudoinverse byM†. The convex hull and interior
of S ⊆ Rn are denoted by conv(S) and int(S), resp. Given
a symmetric matrix M ∈ Su+v, when u and v are clear
from context, we partition it as:

M =

[
M11 M12

M21 M22

]
,

where M11 ∈ Su and M22 ∈ Sv. We denote the Schur
complement ofM with respect toM22 byM |M22 := M11−
M12M

†
22M21. Lastly, a partitioned matrix gives rise to a a

quadratic matrix inequality (QMI), whose set of solutions
is denoted by

Z(M) :=

{
Z ∈ Rv×u |

[
Iu

Z

]>
M

[
Iu

Z

]
> 0

}
.

2 Problem formulation

Consider a collection of known basis functions (or features),
denoted φi : Rn → R for i = 1, . . . , k. For ease of notation,
we collect the basis functions into a vector-function as

b : Rn → Rk, b(z) :=
[
φ1(z)> · · · φk(z)>

]>
. (1)

On the basis of these basis functions, we define linear com-
binations as parameterized by θ ∈ Rk×m:

φθ : Rn → Rm, φθ(z) = θ>b(z).

Our starting point is an unknown function φ̂ : Rn → Rm
that can be expressed in this form: i.e., there exists θ̂ ∈
Rk×m such that φ̂(z) = θ̂>b(z).

Our goal is to investigate properties and optimize the un-

known function φ̂ on the basis of measurements at points
{zi}Ti=1. We assume the measurements are noisy, that is,

we collect yi = φ̂(zi) + wi, where wi denotes an unknown
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disturbance vector for each i. To express this in compact
form, define the matrices Y,W ∈ Rm×T and Φ ∈ Rk×T by

Y :=
[
y1 · · · yT

]
, W :=

[
w1 · · · wT

]
,

Φ :=
[
b(z1) · · · b(zT )

]
=


φ1(z1) . . . φ1(zT )

...
...

φk(z1) . . . φk(zT )

 . (2)

Then, for the true value of θ̂, we have Y = θ̂>Φ + W . In

this equation, the matrices Y and Φ are known, and θ̂ and
W are unknown.

A common line of reasoning (see e.g., [13]) to approximate

the unknown function φ̂ is the following. Assuming that
small noise samples are more probable than large noise
samples, we attempt to find a solution θ to Y = θ>Φ +W
for which the Frobenius norm of W , denoted ‖W‖F , is as
small as possible. This can be formulated as

arg min
θ
‖Y − θ>Φ‖F = (Y Φ†)>.

Here instead we consider bounded noise and reason with
the set of functions consistent with the measurements. For-
mally, we assume that the noise conforms to a model de-
fined by a QMI given in terms of a partitioned matrix. The
following assumption describes the noise model.

Assumption 1 (Noise model) We assume that the
noise samples satisfy W> ∈ Z(Π), where Π ∈ Sm+T is
such that Π22 < 0 and Π|Π22 > 0.

According to [37, Thm. 3.2], under Assumption 1, the set
Z(Π) is nonempty, convex, and bounded. A common ex-
ample of such noise models is the case where WW> =∑T
i=1 wiw

>
i 6 Q for someQ > 0. In addition, in the setting

of Gaussian noise, these noise models can be employed as
confidence intervals corresponding to a given probability.

Under Assumption 1, one can describe the set of parameters
consistent with the measurements as

Θ = {θ ∈ Rk×m | Y = θ>Φ +W,W> ∈ Z(Π)}. (3)

Note that we can write

Y = θ>Φ +W ⇐⇒
[
Im W

]
=
[
Im θ>

] [Im Y

0 −Φ

]
.

Thus, if we define

N :=

[
Im Y

0 −Φ

]
Π

[
Im Y

0 −Φ

]>
, (4)

it follows immediately that Θ = Z(N). We refer to the
procedure of obtaining the set of parameters Θ from the
measurements as set-valued regression.

Remark 2.1 (Sufficiently exciting measurements)
Note that the set Θ is compact if and only if N22 < 0.
Since N22 = ΦΠ22Φ> and Π22 < 0, this holds if and only
if Φ has full row rank. In turn, this requires that the ba-
sis functions are not identical and that the set of points
{zi}Ti=1 where measurements are taken is ‘rich’ enough or
sufficiently ‘exciting’, cf. [20]. •

Remark 2.2 (Least-squares estimate) One can check

that, under Assumption 1, θlse := −N†22N21 ∈ Θ. This
means that the function (θlse)>b(z) is consistent with the
measurements. In fact,

N |N22 =

[
Im

−N†22N21

]>
N

[
Im

−N†22N21

]
>

[
Im

θ

]>
N

[
Im

θ

]
,

for any θ> ∈ Z(N). Therefore, θlse is the value that max-
imizes the value of the quadratic inequality. This leads
us to refer to the function φlse(z; Θ) := (θlse)>b(z) =

−N12N
†
22b(z) as the least-squares estimate of φ̂(z). •

In regards to the optimization of φ̂, note that changes in
the parameter θ might lead to changes in the quantitative
behavior and in particular the location of optimal values
of the functions φθ. This means that a small error in esti-
mating the true parameter corresponding to the unknown

function φ̂might lead to significant error. This motivates us
to focus on suboptimization problems instead. To be pre-
cise, we investigate whether, for a given δ ∈ R and c ∈ Rm,
we can ensure that

‖φ̂(z)‖2 6 δ or c>φ̂(z) 6 δ. (5)

Thus the following problem statement.

Problem 1 (Cautious optimization) Consider an un-

known function φ̂ : Rn → Rm, a noise model Π such that
Assumption 1 holds, data (Y,Φ) of the true function, and
the set Θ as in (3). Then

(i) (Verification of suboptimality) given z ∈ Rn, deter-
mine the minimal value of δ ∈ R for which we can
guarantee that either inequality in (5) holds;

(ii) (One-shot cautious suboptimization) given a set S ⊆
Rn, find z ∈ S for which Problem 1(i) yields the min-
imal value of δ;

(iii) (Set-wise verification of suboptimality) given a set S ⊆
Rn, find the minimal δ ∈ R for which either inequality
in (5) holds for all z ∈ S.

We note that being able to resolve any of these problems
can be viewed as a property of the measurements, which is
the viewpoint taken in the data informativity framework,
e.g., [21, 37]: given δ ∈ R and S ⊆ Rn, one could say that
the data (Y,Φ) is informative for δ-suboptimization on S if

there exists z ∈ S such that ‖φ̂(z)‖2 6 δ.
We rely on the data informativity interpretation through-
out our technical discussion in Section 3 to solve Problem 1.
Then, in Section 4, we illustrate how to apply our results
to solve various problems in data-driven analysis and con-
trol. First, we consider data-based contraction analysis for
a class of nonlinear systems parameterized in terms of given
basis functions. This essentially requires us to characterize
one-sided Lipschitz constants for the unknown dynamics in
terms of measured data. In terms of data-driven control, we
consider the problem of data-based suboptimal regulation
of unknown linear systems. Finally, in Section 5 we analyze
various formulations of online suboptimization, where we
iteratively optimize and collect new measurements to find
the optimizer.
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3 Cautious optimization

This section describes our solutions to Problem 1. Recall
that, based on the data, we cannot distinguish φ̂ from
any of the functions φθ as long as θ ∈ Θ. This means

that we can only guarantee that ‖φ̂(z)‖2 6 δ holds if
supθ∈Θ ‖φθ(z)‖2 6 δ. Similarly, given a vector c ∈ Rm, we

can only conclude that c>φ̂(z) 6 δ if supθ∈Θ c
>φθ(z) 6 δ.

This motivates the following definitions:

g(z; Θ) := sup
θ∈Θ
‖φθ(z)‖2, gc(z; Θ) := sup

θ∈Θ
c>φθ(z). (6)

These functions correspond to the elementwise worst-case

realization of the unknown parameter θ̂. Therefore, we refer
to g(z; Θ) as the worst-case norm bound and gc(z; Θ) as
the worst-case linear bound.

To draw conclusions regarding the true function φ̂, we in-
vestigate the functions g(z; Θ) and gc(z; Θ). In fact, prob-
lems (i)-(iii) in Problem 1 can be recast as follows. Resolv-
ing Problem 1(i) (in Section 3.1) boils down to finding func-
tion values of g(z; Θ) or gc(z; Θ). Resolving Problem 1(ii)
(in Section 3.3) is equivalent to finding

min
z∈S

g(z; Θ) or min
z∈S

gc(z; Θ). (7)

Finally, resolving Problem 1(iii) (in Section 3.4) amounts
to finding the minimal δ for which

max
z∈S

g(z; Θ) 6 δ or max
z∈S

gc(z; Θ) 6 δ. (8)

3.1 Pointwise verification of suboptimality

In order to resolve Problem 1(i), we are interested in ob-
taining values of the functions in (6). As a first observa-
tion, note that if the set Θ is compact (cf. Remark 2.1),
then the supremum is attained, and we can replace it with
a maximum. In this case, the worst-case norm bound and
worst-case linear bound are finite-valued functions.

We rely on the following characterization to obtain function
values of g(z; Θ).

Lemma 3.1 (Data-based conditions for bounds on
the norm) Given data (Y,Φ), let Θ = Z(N), with N as
in (4). Suppose that N has at least one positive eigenvalue.
Let δ > 0 and z ∈ Rn. Then,

‖φθ(z)‖2 6 δ for all θ ∈ Θ (9)

if and only if there exists α > 0 such that δ2Im 0 0

0 0 b(z)

0 b(z)> 1

− α [N 0
0 0

]
> 0. (10)

PROOF. Note that ‖φθ(z)‖22 = b(z)>θθ>b(z). This al-
lows us to write (9) equivalently as

b(z)>θθ>b(z) 6 δ2 ⇐⇒ θ>b(z)b(z)>θ 6 δ2Im,

which can also be expressed asIm
θ

> δ2Im 0

0 −b(z)b(z)>

Im
θ

 > 0. (11)

Thus (9) holds if and only if (11) holds for all θ ∈ Θ.
Given that Θ = Z(N), where N has at least one positive
eigenvalue, the statement follows from applying [37, Thm
4.7] to (11) and using a Schur complement. �

The necessary and sufficient conditions of Lemma 3.1 al-
low us to provide an alternative expression for g(z; Θ) that
allows us to compute its value efficiently.

Corollary 3.2 (Values of the worst-case norm
bound) Given data (Y,Φ), let Θ = Z(N), with N as in
(4). Suppose that N has at least one positive eigenvalue.
For z ∈ Rn, we have

g(z; Θ) = min{δ > 0 | ∃α > 0 s.t. (10) holds}. (12)

Note that technically, the statement (10) is not an LMI.
However, since (10) is linear in δ2, function values of g(z; Θ)
can be found efficiently via Corollary 3.2. Similar situations
pass without mention in the remainder of this paper.

Remark 3.3 (Weakening assumptions on data lead
to conservative upper bound)If N does not have posi-
tive eigenvalues, i.e.,N 6 0, then the ‘if’-side of Lemma 3.1
remains true. Therefore, we can conclude that (12) in Corol-
lary 3.2 holds with ‘6’ replacing ‘=’. This means that we
obtain an upper bound for g(z; Θ), leading to a conserva-

tive upper bound of φ̂(z). •
Moreover, we can use Corollary 3.2 to find bounds inde-
pendent of the choice of z.

Remark 3.4 (Relaxations of the conditions for
bounds on the norm) If M is such that b(z)b(z)> 6M ,
then [

δ2Im 0

0 −b(z)b(z)>

]
>

[
δ2Im 0

0 −M

]
.

This implies that [
δ2Im 0

0 −M

]
− αN > 0 (13)

implies (10). In turn, this means that for any M such that
b(z)b(z)> 6M for all z, we have

g(z; Θ) 6 min{δ > 0 | ∃α > 0 s.t. (13) holds},

which yields a bound independent from z. •
We rely on the following characterization to obtain function
values of gc(z; Θ).

Lemma 3.5 (Data-based conditions for scalar upper
bounds) Given data (Y,Φ), let Θ = Z(N), with N as in
(4). Let δ ∈ R, z ∈ Rn, and c ∈ Rm. Suppose c>(N |N22)c >
0 and let

Nc :=

[
c>N11c c

>N12

N21c N22

]
. (14)

Then it holds that

c>φθ(z) 6 δ for all θ ∈ Θ (15)

if and only if there exists α > 0 such that[
2δ −b(z)>

−b(z) 0

]
− αNc > 0. (16)
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PROOF. We can rewrite c>φθ(z) as c>θ>b(z) +
b(z)>θc 6 2δ. Thus, (15) holds if and only if

γ>b(z) + b(z)>γ 6 2δ for all γ ∈ Z(N)c,

where Z(N)c := {Zc | Z ∈ Z(N)}. Since c 6= 0, by [37,
Thm. 3.4], we have Z(N)c = Z(Nc). Therefore, (15) is
equivalent to:[

1

γ

]> [
2δ −b(z)>

−b(z) 0

][
1

γ

]
> 0, for all γ ∈ Z(Nc). (17)

Given that N22 6 0, we have that c>(N |N22)c > 0 if and
only if Nc has a positive eigenvalue. Then, the statement
follows from applying [37, Thm 4.7] to (17). �

We leverage the characterization in Lemma 3.5 to provide
a closed-form expression of gc(z; Θ) in terms of the data.

Theorem 3.6 (Explicit bounds in the scalar case)
Given data (Y,Φ), let Θ = Z(N), with N as in (4). Let
z ∈ Rn and c ∈ Rm. If b(z) ∈ im Φ or c = 0, then

gc(z; Θ) =− c>N12N
†
22b(z)

+

√
c>(N |N22)cb(z)>(−N†22)b(z),

and, if c 6= 0 and b(z) 6∈ im Φ, then gc(z; Θ) =∞.

PROOF. Note that, if either c = 0 or b(z) = 0, then we
have gc(z; Θ) = 0, thus the result follows. Assume then
that c 6= 0, b(z) 6= 0, and b(z) ∈ im Φ. If c>(N |N22)c = 0,
then Nc 6 0. As such, γ ∈ Z(Nc) if and only if

Nc

[
1

γ

]
= 0 ⇐⇒ γ ∈ −N†22N21c+ kerN22.

Using (17), we see that c>φθ 6 δ for all θ ∈ Θ if and only if
γ>b(z) 6 δ for all γ ∈ Z(Nc). Combining the previous, we

see that this holds if and only if δ > −c>N12N
†
22b(z) (where

we have used that b(z) ∈ im Φ). Minimizing δ reveals that
the statement holds for this case.

Consider the case when c>(N |N22)c > 0. By Lemma 3.5,
(15) holds if and only if (16) holds for some α ≥ 0. Since
b(z) 6= 0, it must be that α > 0. Using the Schur comple-
ment on (16), we obtain

0 62δ−αc>N11c+ α−1(b(z)> + αc>N12)N†22(b(z)+ αN21c)

= 2δ + c>N12N
†
22b(z) + b(z)>N†22N21c

− αc>(N |N22)c+ α−1b(z)>N†22b(z).

Clearly, there exists α for which this holds if and only if it
holds for the value of α that maximizes the expression on
the right. Note that kerN22 = ker Φ>. Thus, since b(z) ∈
im Φ and b(z) 6= 0, we see that b(z)>N†22b(z) < 0. The
expression is then maximized over α > 0 with

α =

√
−b(z)>N†22b(z)

c>(N |N22)c
.

This yields that (16) holds if and only if

2δ + c>N12N
†
22b(z) + b(z)>N†22N21c

− 2

√
c>(N |N22)cb(z)>(−N†22)b(z) > 0.

To obtain gc(z; Θ), we minimize this over δ, which yields
the expression in the statement.

Finally, consider the case when c 6= 0 and b(z) 6∈ im Φ. It is
straightforward to check that if θ ∈ Θ, then θ + vw> ∈ Θ,
for all w ∈ Rm and v ∈ ker Φ> ⊆ Rk. Since b(z) 6∈ im Φ
and im Φ is orthogonal to ker Φ>, we can take v such that
v>b(z) > 0. Now, for arbitrary β ∈ R, take w = βc. Then,

sup
θ∈Θ

φθ(z) > c>(θ+ vw>)>b(z) = c>θ>b(z) + βc>cv>b(z).

Since c>c > 0 and v>b(z) > 0, and this is valid for any
β ∈ R, the last part of the statement follows. �

Remark 3.7 (The special case of N22 < 0) Note that
when Θ is compact (or equivalently, Φ has full row rank,
cf. Remark 2.1), it is immediate that b(z) ∈ im Φ for any
z ∈ Rn, and hence gc(z; Θ) is always finite valued. •
The following illustrates the introduced concepts in the
familiar setting of linear regression.

Example 1 (Linear regression) Suppose that φ̂ : R2 →
R2 and k = 3. We consider basis functions φ1(z) = 1 and

φ2(z) =
(

1 0
)
z, φ3(z) =

(
0 1
)
z. In other words, we take

θ ∈ R3×2, and let φθ(z) = θ>
[
1 z>

]>
. We collect three

measurements,(
1

1

)
= φ̂(0) + w1,

(
0

1

)
= φ̂(e1) + w2,

(
1

0

)
= φ̂(e2) + w3,

where we assume thatWW> 6 I2. This leads to Θ = Z(N)
with N such that

N11 =

[
1 0

0 1

]
, N12 =

[
2 0 1

2 1 0

]
, N22 =

−3 −1 −1

−1 −1 0

−1 0 −1

 .
Now, the least-squares estimate is equal to

θlse =

 1 1

−1 0

0 −1

, φlse(z; Θ) =

(
1− z1
1− z2

)
.

In fact, using Theorem 3.6 we can conclude that

gc(z; Θ) = c>

(
1− z1
1− z2

)
+
√
c>c
√

(1− z1 − z2)2 + z2
1 + z2

2 .

As such, on the basis of the data we can guarantee that,

for instance, c>φ̂(0) 6 c>
(

1

1

)
+ ‖c‖2. •

3.2 Uncertainty on function values

The results in Section 3.1 allow us to find bounds for the
unknown function φ̂, but do not consider how much these
bounds deviate from its true value. For this, note that the
result of Theorem 3.6 can be interpreted as quantifying
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Figure 1. A plot depicting the situation of Example 1. For c =
(
1
1

)
,

we plot a number function c>φθ, with θ consistent with the data.
Any of these functions could be the unknown function. The least
squares estimate is shown in yellow. If we are interested in bounds
on φ̂, we can employ gc(z; Θ) (shown in red). In particular note that
this is not a linear map. Below the plot, we show the slices z1 = z2
and z1 = −z2 respectively.

the distance between the true function value and the least-
squares estimate φlse (defined in Remark 2.2) in terms of
the basis functions and the data. This observation leads us
to define the uncertainty corresponding to (6) at z by

U(z; Θ) := sup
θ∈Θ
‖φθ(z)− φlse(z; Θ)‖2, (18a)

Uc(z; Θ) := sup
θ∈Θ

c>
(
φθ(z)− φlse(z; Θ)

)
. (18b)

Thus, if the uncertainty U(z; Θ) at z is small, then

φlse(z; Θ) is quantifiably a good estimate of φ̂(z).

The uncertainty also allows us describe a useful variant to
Problem 1(ii). In order to balance the demands of a low up-
per bound on the value of the true function with an associ-
ated low uncertainty, it is reasonable to consider the follow-
ing generalization of the cautious suboptimization problem
in (7): for λ > 0, consider

min
z∈S

g(z; Θ) + λU(z; Θ), (19a)

min
z∈S

gc(z; Θ) + λUc(z; Θ). (19b)

The following result provides a closed-form expression for
the objective function in (19a).

Lemma 3.8 (Explicit expression of uncertainty in
norms) Given data (Y,Φ), let Θ = Z(N), withN as in (4).
For z ∈ Rn, if b(z) ∈ im Φ, then

U(z; Θ) =

√
λmax(N |N22)b(z)>(−N†22)b(z). (20)

If b(z) 6∈ im Φ, then U(z; Θ) =∞.

PROOF. First suppose that N has at least one positive

eigenvalue. Similar to the proof of Lemma 3.1, we can con-
clude that that ‖φθ(z)− φlse(z; Θ)‖2 6 ε for ε > 0 and for
all θ ∈ Θ if and only if there exists α > 0 such that[

ε2I 0

0 −b(z)b(z)>

]
− α

[
N |N22 0

0 N22

]
> 0. (21)

Thus, in line with Corollary 3.2, we obtain

U(z; Θ) = min{ε > 0 | ∃α > 0 s.t. (21)}. (22)

If b(z) ∈ im Φ then we can minimize ε by taking α =

b(z)>(−N†22)b(z), leading to (20). If N does not have at
least one positive eigenvalue, then N |N22 = 0. As in Re-
mark 3.3, we can conclude (22) with an inequality instead.
Moreover, it immediately follows that U(z; Θ) 6 0, proving
that (20) holds. The second part of the statement can be
concluded in a similar fashion as the last part of the proof
of Theorem 3.6. �

In addition to expressing the uncertainty, this result also
gives rise to a useful explicit bound on the function g(z; Θ).

Corollary 3.9 (Explicit upper bound of the worst-
case norm bound) Given data (Y,Φ), let Θ = Z(N), with
N as in (4). For z ∈ Rn, if b(z) ∈ im Φ, then

g(z; Θ) 6 ‖φlse(z; Θ)‖2

+

√
λmax(N |N22)b(z)>(−N†22)b(z).

(23)

The following result provides a closed-form expression for
the objective function in (19b).

Lemma 3.10 (Explicit expression of scalar uncer-
tainty) Given data (Y,Φ), let Θ = Z(N), with N as in (4).
Let z ∈ Rn and c ∈ Rm. If b(z) ∈ im Φ or c = 0, then

Uc(z; Θ) =

√
(c>(N |N22)c)(b(z)>(−N†22)b(z)).

If b(z) 6∈ im Φ and c 6= 0, then Uc(z; Θ) = ∞. Regardless,
if λ > 0 and we define

Nλ :=

[
N11 N12

N21 N22

]
+

[
λ(2 + λ)(N |N22) 0

0 0

]
,

then gc(z; Θ) + λUc(z; Θ) = gc(z;Z(Nλ)).

PROOF. The first part follows immediately from Theo-
rem 3.6. Now note that

Nλ =

[
(1 + λ)2(N |N22) +N12N

−1
22 N21 N12

N21 N22

]
.

Therefore Nλ|N22 = (1 + λ)2(N |N22). Thus, the result
follows from the application of Theorem 3.6. �

Lemma 3.10 means that, even though problem (19b) is
more general than the corresponding cautious suboptimiza-
tion problem in (7), both problems can be resolved in the
same fashion.
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3.3 Convexity and suboptimization

In order to resolve the one-shot cautious suboptimization
problem efficiently, cf. Problem 1(ii), we investigate condi-
tions under which g(·; Θ) and gc(z; Θ) are convex. Towards
this, we first investigate conditions under which we can

guarantee that the true function φ̂ is convex. Since, non-
negative combinations of convex functions are convex, we
provide conditions that ensure the set of parameters con-
sistent with the measurements are nonnegative.

Lemma 3.11 (Nonnegativity of parameters) Given
data (Y,Φ), let Θ = Z(N), with N is as in (4). Let c 6= 0.
Then, θc ∈ Rk>0 for all θ ∈ Θ if and only if Φ has full row
rank and one of the following conditions hold

(i) c>(N |N22)c = 0 and −N−1
22 N21c ∈ Rk>0, or

(ii) c>(N |N22)c > 0, −N−1
22 N21c ∈ Rk>0 and for all i =

1, . . . , k,

c>(N |N22)c+
(e>i N

−1
22 N21c)

2

e>i N
−1
22 ei

6 0.

PROOF. Recall the definition of Nc from (14). Since c 6=
0 we have that Z(N)c = Z(Nc). Thus, θc ∈ Rk>0 for all

θ ∈ Θ if and only if Z(Nc) ⊆ Rk>0. Suppose that Z(Nc) ⊆
Rk>0. This implies that the set Z(Nc) contains no subspace,
which implies that N22 < 0. In turn, this holds if and only
if Φ has full row rank.

To complete the proof, we prove that if Φ has full row
rank, then Z(Nc) ⊆ Rk>0 if and only if either (i) or (ii)

holds. If c>(N |N22)c = 0, then Nc 6 0. As such, Z(Nc) =
{−N−1

22 N21}, that is, only the least-squares estimate is
compatible with the data. The first part of the proof then
follows immediately.

Next, consider c>(N |N22)c > 0, that is,Nc has one positive
eigenvalue. Note that the Slater condition holds, and we can
apply the S-Lemma [38, Thm 2.2] to see that Z(Nc) ⊆ Rk>0

is equivalent to the existence of α1, . . . , αk > 0 such that[
0 e>i

ei 0

]
− αiNc > 0,

for each standard basis vector ei. This requires αi 6= 0 for
each i ∈ {1, . . . , k}. Thus, this can equivalently written as

Nc −
1

αi

[
0 e>i

ei 0

]
6 0.

Since N22 < 0, we can define βi = 1
αi

and conclude that
the latter holds if and only if

c>N11c− (c>N12 − βie>i )N−1
22 (N21c− βiei)

= c>(N |N22)c+ βi(c
>N12N

−1
22 ei + e>i N

−1
22 N21c)

− β2
i e
>
i N
−1
22 ei 6 0.

In turn, there exist such βi if and only if the minimal value
over all βi > 0 satisfies this. Since this is a scalar expression,
we can explicitly minimize it to prove the statement. �

Now we can apply this result to identify conditions that

ensure the convexity of φ̂ and its upper bound.

Corollary 3.12 (Convexity of the true function)
Given data (Y,Φ), let Θ = Z(N), with N is as in (4).
Assume the basis functions φi are convex. Let c 6= 0 with
θc ∈ Rk>0 for all θ ∈ Θ. Then,

• c>φθ is convex for all θ ∈ Θ and gc(·; Θ) is a finite-
valued convex function;

• If, in addition, the functions φi are strictly convex and
0 6∈ Z(Nc), then c>φθ is strictly convex for all θ ∈ Θ
and gc(·; Θ) is strictly convex.

Moreover, ‖φθ(·)‖2 is convex if e>i φ
θ is convex and nonneg-

ative for all i = 1, . . .m.

PROOF. Lemma 3.11 shows that, if θc ∈ Rk>0 for all
θ ∈ Θ, then Φ has full row rank or, equivalently, N22 < 0.
This implies, cf. Remark 2.1, that Z(N) is compact and
therefore gc(·; Θ) is finite-valued. The first result now fol-
lows from the facts that nonnegative combinations of con-
vex functions are convex and that the maximum of any
number of convex functions is also convex. The last part
follows from standard composition rules for convexity, see
e.g., [39, Example 3.14]. �

Note that 0 ∈ Z(Nc) if and only if c>N11c > 0. Equiv-
alently, this means that Y >c ∈ Z(Πc), where Πc is de-
fined analogously to (14). This condition is easy to check
in terms of data. Lemma 3.11 and Corollary 3.12 taken to-
gether mean that, if the basis functions are convex, we can
test for convexity on the basis of data.

Looking back at Example 1, we can make two interesting
observations. First, the conditions of Corollary 3.12 do not
hold in the example, since for instance θlsec ∈ R3

>0 only if

c = 0. Yet c>φθ is convex for all θ ∈ Θ. This is because the
basis functions φi are linear, and therefore the coefficients
θi are not required to be nonnegative. Second, gc(·; Θ) in
Example 1 is strictly convex for c 6= 0 even though the ba-
sis functions are not. Recall that we are interested in the
optimization problem (7), and thus not necessarily in prop-

erties of the true function φ̂, but of the worst-case linear
bound gc(·; Θ). These observations motivate our ensuing
discussion to provide conditions for convexity of the upper
bound instead. Under the assumptions of Theorem 3.6:

gc(z; Θ) = c>φlse(z; Θ) + Uc(z; Θ).

Thus, if (i) c>φlse = −c>N12N
†
22b(·) is convex and (ii) Uc

is convex, then so is gc. Moreover, if in addition either is
strictly convex, then so is gc. Condition (i) can be checked
directly if all basis functions φi are twice continuously dif-
ferentiable by computing the Hessian of c>φlse. Here, we
present a simple criterion, also derived from composition
rules for convexity (again, see e.g., [39, Example 3.14]), to
test for condition (ii).

Corollary 3.13 (Convexity of the uncertainties)
Given data (Y,Φ), let Θ = Z(N) and assume N22 < 0.
Then both U(·; Θ) and Uc(·; Θ) are convex if each basis
function φi is convex and −N−1

22 b(z) > 0 for all z ∈ Rn.

In addition to guaranteeing that gc(·; Θ) is convex, this re-
sult can be used to find a convex upper bound when opti-
mizing the norm, by bounding g(·; Θ) using Corollary 3.9.

Equipped with the results of this section, one can solve the
cautious suboptimization problems (7) efficiently. Under
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the assumptions of Theorem 3.6, we can write a closed-form
expression for the function gc(·; Θ). This, in turn, allows
us to test for (strict) convexity using e.g., Corollaries 3.12
or 3.13. If so, we can apply (projected) gradient descent for
the optimization. For this, let f : Rn → Rm be differen-
tiable, and denote its Jacobian by

J(f) :=
[
df
dz1
· · · df

dzn

]
=


df1
dz1

· · · df1
dzn

...
...

dfm
dz1

· · · dfm
dzn

.
Clearly, J(φθ) = θ>J(b). The following result, consequence
of Theorem 3.6, provides an expression for the Jacobian of
the worst-case linear bound function.

Corollary 3.14 (Jacobians of the worst-case linear
bound) Given data (Y,Φ), let Θ = Z(N) and assume
N22 < 0. Let the basis functions φi(z) be differentiable and
such that b(z) 6= 0 for all z. Then

J(gc(z; Θ)) =(
c>N12 +

√
c>(N |N22)c√

b(z)>(−N−1
22 )b(z)

b(z)>
)

(−N−1
22 )J(b(z)).

In a similar fashion, we can also obtain gradients of the
bound of g(z; Θ) given in (23). Note that, if N22 < 0 this
requires that both b(z) 6= 0 and φlse(z; Θ) 6= 0 for all z.

3.4 Set-wise verification of suboptimality

Here we solve Problem 1(iii) and provide upper (and lower)
bounds as in (5) which are guaranteed to hold for all z ∈
S ⊆ Rn. In terms of g and gc, this holds only if (8) holds.

Note that g−c(z; Θ) = −gc(z; Θ), and therefore gc(z; Θ) is
concave if and only if g−c(·; Θ) is convex. Moreover,

max
z∈S

gc(z; Θ) = −min
z∈S

g−c(z; Θ).

Therefore, we can test for concavity of gc and apply the
minimization results to g−c of the Section 3.3. Beyond the
case of concavity, we can also employ convexity in order to
efficiently provide upper bounds over the convex hull of a
finite set, as the following result shows.

Proposition 3.15 (Convexity and maximal values)
Given data (Y,Φ), let Θ = Z(N). Let F ⊆ Rn be a finite set
and let S = convF . Suppose that g(z; Θ) is convex. Then
(9) for all z ∈ S if and only if

g(z; Θ) 6 δ ∀z ∈ F .

Similarly, if gc(z; Θ) is convex, then (15) for all z ∈ S if
and only if

gc(z; Θ) 6 δ ∀z ∈ F .

The proof of this result follows immediately from the fact
that any convex function attains its maximum over S on F .
Thus, convexity (resp., concavity) allows us to find minimal
upper bounds (resp., maximal lower bounds) over a set,
leading to a solution of Problem 1.(iii). In order to provide
bounds over sets in scenarios where convexity or concavity
cannot be guaranteed, we investigate Lipschitz continuity.
This leads to conditions that can be checked at a finite

number of points. Therefore, we are first interested in the
question whether for all z, z? ∈ S ⊆ Rn, it holds that

‖φ̂(z)− φ̂(z?)‖2 6 L‖z − z?‖2.

More generally, and for later reference, the following result
considers the more general case of weighted norms.

Lemma 3.16 (Lipschitz constants of functions con-
sistent with the measurements) Given data (Y,Φ), let
Θ = Z(N), withN as in (4), and assumeN has at least one
positive eigenvalue. Let P ∈ Sm and Q ∈ Sn with P > 0
and Q > 0. For L > 0 and z, z? ∈ S ⊆ Rn, we have

‖φθ(z)−φθ(z?)‖2,P 1/2 6 L‖z−z?‖2,Q1/2 for all θ ∈ Θ

if and only if there exists α > 0 such that
L2P−1 0 0

0 0
b(z)−b(z?)
‖z−z?‖

2,Q1/2

0
b(z)>−b(z?)>
‖z−z?‖

2,Q1/2
1

−α
[
N 0
0 0

]
> 0. (24)

If, in addition the basis functions φi are differentiable, then

‖J(φθ)‖2 6 L for all θ ∈ Θ

if and only if there exists α > 0 such that
L2Im 0 0

0 0 J(b)

0 J(b)> In

− α
[
N 0
0 0

]
> 0. (25)

PROOF. Note that φθ(z) − φθ(z?) = θ>(b(z) − b(z?)).
Similarly, J(φθ) = θ>J(b). The result can then be proven
by following the steps of the proof of Lemma 3.1. �

Remark 3.17 (Single check for establishing Lips-
chitz constant) To check for Lipschitzness, we can em-
ploy the method of Remark 3.4 to avoid checking (24)
for all z, z? ∈ Rn. Suppose the basis satisfies a Lipschitz
condition of the form

‖b(z)− b(z?)‖2 6 Lb‖z − z?‖22,Q1/2 ,

for all z, z? ∈ Rn. Then,

(b(z)− b(z?))(b(z)− b(z?))>

‖z − z?‖2
2,Q1/2

6 L2
bI,

and thus, as in Remark 3.4 we have[
L2P−1 0

0 −L2
bIk

]
− αN > 0 (26)

implies (24). This gives a single condition to check to es-
tablish a Lipschitz constant valid for all z, z? ∈ Rn. •
The characterization of Lipschitz constants in terms of data

in Lemma 3.16 allows us to bound the unknown function φ̂
as follows. To do this, we use the following notion: The set
G ⊂ Rn is an ε-covering of S ⊆ Rn if for every z ∈ S there
exists z? ∈ G such that ‖z−z?‖2 6 ε. If S is a bounded set,
then for any ε > 0, there exists an ε-covering with finitely
many elements.
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Theorem 3.18 (Coverings and bounds) Given data
(Y,Φ), let Θ = Z(N). For ε > 0, let G be a finite ε-covering
of S ⊆ Rn. Suppose that g(z; Θ) is Lipschitz with constant
L on S. Then, for all z ∈ S,

min
z?∈G

g(z?; Θ)− εL 6 g(z; Θ) 6 max
z?∈G

g(z?; Θ) + εL.

If gc(z; Θ) is Lipschitz with constant L, then for all z ∈ S,

min
z?∈G

gc(z
?; Θ)− εL 6 gc(z; Θ) 6 max

z?∈G
gc(z

?; Θ) + εL.

We omit the proof, which follows directly from combining
the definitions of Lipschitz continuity and ε−coverings.

This result means that we can find guaranteed upper and

lower bounds of either ‖φ̂(z)‖ or c>φ̂(z) over the bounded
set S in terms of a finite number of evaluations of g(z; Θ)
or gc(z; Θ), resp. In turn, recall that Corollary 3.2 allows
us to efficiently find function values of g(z; Θ) on the basis
of measurements and, similarly, Theorem 3.6 allows us to
directly calculate values of gc(z; Θ).

4 Applications to system analysis and control

In this section, we exploit the proposed solutions to Prob-
lem 1 in two applications: contraction analysis of unknown
nonlinear systems and regulation of an unknown linear sys-
tem to a suboptimal point of an unknown cost function.

4.1 Data-based contraction analysis for nonlinear systems

Consider the autonomous discrete- or continuous-time sys-
tem given by either

zk+1 = φ̂(zk), or ż(t) = φ̂(z(t)), (27)

where φ̂ : Rn → Rn is an unknown function. We consider
noisy measurements (2) as described in Section 2. Therefore

φ̂ = φθ for some θ ∈ Θ = Z(N). In the continuous-time
case, this means that we collect noisy measurements of the
derivative of the state at a finite set of states (see [27] for
a discussion on this assumption).

The discrete-time system in (27) is strongly contracting (cf.
[29, Sec. 3.4]) with respect to the weighted norm ‖ · ‖2,P 1/2

if φ̂ admits a Lipschitz constant L < 1, that is,

‖φ̂(z)− φ̂(z?)‖2,P 1/2 6 L‖z − z?‖2,P 1/2 .

One can now directly employ Lemma 3.16 in order to obtain
data-based conditions under which this property holds.

To deal with the situation of continuous-time systems, we
first require a number of prerequisites. Given P > 0, a
function f : Rn → Rn is one-sided Lipschitz with respect to
‖ ·‖2,P 1/2 if there exists γ ∈ R such that, for all z, z? ∈ Rn,

(z − z?)>P (f(z)− f(z?)) 6 γ‖z − z?‖22,P 1/2 . (28)

Such γ is called a one-sided Lipschitz constant and the
smallest such γ is denoted osLip(f). The autonomous sys-
tem ż(t) = f(z(t)) is strictly contracting with rate |b| if
osLip(f) 6 b < 0. Given any two trajectories x(t), x̄(t) of
a stricly contracting system, one has ‖x(t)− x̄(t)‖2,P 1/2 6
eb(t−s)‖x(s)− x̄(s)‖2,P 1/2 for any t > s > 0.

The following result, derived from Theorem 3.6, establishes
a test for strict contractivity of the continuous-time system

in (27) on the basis of a set of measurements of φ̂.

Theorem 4.1 (Data-based test for strict contractiv-
ity) Given data (Y,Φ), let Θ = Z(N), with N as in (4). Let
P > 0 and z, z? ∈ Rn. Assume Φ has full row rank. Then,

(z − z?)>Pθ>(b(z)− b(z?)) 6 γ‖z − z?‖22,P 1/2

for all θ ∈ Θ if and only if

(z − z?)>P (−N12N
−1
22 )(b(z)− b(z?))

+
√

(z − z?)>P (N |N22)P (z − z?)

·
√

(b(z)− b(z?))>(−N−1
22 )(b(z)− b(z?))

6 γ‖z − z?‖2P 1/2 .

As a consequence of this result, we can provide a test to es-
tablish strict contractivity in terms only of the least-squares
estimate φlse, the data matrix N , and a Lipschitz constant
for the basis functions.

Corollary 4.2 (Strict contractivity in terms of
the least-squares estimate) Given data (Y,Φ), let
Θ = Z(N), with N as in (4). Assume Φ has full row rank.
Let L be such that ‖b(z)− b(z?)‖2,(−N22)−1/2 6 L‖z− z?‖2,
for all z, z? ∈ Rn. Then, for P > 0,

(z − z?)>Pθ>(b(z)− b(z?)) 6 γ‖z − z?‖22,P 1/2

for all θ ∈ Θ and z, z? ∈ Rn if

osLip(φlse) < γ − L
√
λmax(N |N22)

λmax(P )

λmin(P )
. (29)

Remark 4.3 (Contraction w.r.t. different norms)
The results of this section can be readily generalized to
contractivity (and thus one-sided Lipschitzness) with re-
spect to ‖ · ‖p,R for p ∈ [1,∞). To do this, one replaces
the one-sided Lipschitz condition (28) with the respective
condition from [40, Table I] and adjust the statements ac-
cordingly. Note that the case of ‖ · ‖∞,R is not amenable
to this treatment because the corresponding one-sided
Lipschitz condition osLip(f) is not linear in f . •

4.2 Suboptimal regulation of unknown systems

Consider the problem of regulating an unknown linear sys-
tem to a suboptimal point of the norm of an unknown cost

function φ̂ : Rn → Rm on the basis of measurements. We
consider noisy measurements (2) as described in Section 2.

In short, φ̂ = φθ for some θ ∈ Θ = Z(N). Moreover, let

xk+1 = Âxk + B̂uk,

with state xk ∈ Rn and input uk ∈ Rr. Here, Â ∈ Rn×n
and B̂ ∈ Rn×r. If Â is stable, we know that any fixed point
corresponds to a constant input u?. Indeed, if we apply the
constant input uk = u?, no matter the initial condition x0,
the state asymptotically converges to the fixed point

lim
k→∞

xk = x? := (I−Â)−1B̂u?.

This means that we can find a static input to regulate the
system towards any state in im(I−Â)−1B̂ ⊆ Rn.

9



We are interested in regulating the state to a point x? for

which we can guarantee that ‖φ̂(x?)‖2 6 δ, with a value of δ

as small as possible. If Â and B̂ are known, this corresponds
to Problem 1(ii) with S = im(I−Â)−1B̂.

Now assume that we do not have access to the matrices Â
and B̂. Instead, we assume that we have not only measure-

ments of φ̂, but additionally a set of noisy measurements
corresponding to the unknown system. To be precise, we
collect measurements of the system

xk+1 = Âxk + B̂uk + wk. (30)

Using the basis functions

ψi(x, u) =

{
xi for i = 1, . . . , n

ui for i = n+ 1, . . . n+ r,

and collecting measurements of the state and input signals
reduces the setup of Section 2 to that of e.g., [37]. To avoid
some unnecessary repetition, we simply state here that on
the basis of measurements, we can conclude that (A,B)> ∈
Σ = Z(M), where M ∈ Sn+(n+r) is analogous to N in (4).

In order to be able to regulate the unknown system in the
same manner as before, recall that we require that Â is
stable. Given that, on the basis of measurements we can not
distinguish Â from other matricesA such that (A,B)> ∈ Σ,
we therefore require all suchA to be stable. In the following,
we describe a test for the existence of a shared quadratic
Lyapunov function, which is a stronger stability condition.
For a detailed discussion on the conservativeness of this
assumption, see e.g., [41]. Now we can easily adapt e.g., [37,
Thm. 5.1] to obtain the following.

Lemma 4.4 (Informativity for stability) Let Σ =
Z(M), where the corresponding noise model satisfies As-
sumption 1. Then, there exists P ∈ Sn with P > 0 and
APA> < P for all (A,B)> ∈ Σ if and only if there exist
P̄ ∈ Sn with P̄ > 0 and β > 0 such that

 P̄ − βIn 0 0

0 −P̄ 0

0 0 0

−M > 0. (31)

Remark 4.5 (Stability and contractivity) Applying a
fixed input u? to the unknown system yields an autonomous
discrete-time system. We know that for any initial con-
dition x0, this system converges to a fixed point. More-
over, if P > 0 and APA> < P for all (A,B)> ∈ Σ, then
A>P−1A < P−1. Therefore, one can see that the system
is strongly contracting with respect to ‖ · ‖2,P−1/2 . •
When each system matrix A in the set Σ of systems consis-
tent with the data is stable, we can characterize the fixed
points resulting from applying the same input to each.

Lemma 4.6 (Characterizing fixed points) Let Σ =
Z(M), where the corresponding noise model satisfies As-
sumption 1 and M has at least one positive eigenvalue.
Assume A is stable for all (A,B)> ∈ Σ. Given x ∈ Rn and
u ∈ Rr, ‖x− (I−A)−1Bu‖2 6 ε for all (A,B)> ∈ Σ if and

only if there exists γ > 0 such that In −In 0 x

−In In 0 −x
0 0 0 −u
x> −x> −u> ε2

− γ [M 0
0 0

]
> 0 (32)

PROOF. Let (A,B)> ∈ Σ. First, note that we have

‖x− (In−A)−1Bu‖2 6 ε
⇔ (x− (In−A)−1Bu)(x− (In−A)−1Bu)> 6 ε2I.

Since A is stable, we know that I−A is nonsingular. Thus,
the previous holds if and only if

((I−A)x−Bu)((I−A)x−Bu)>6 ε2(I−A)(I−A)>,

or equivalently, InA>
B>


>

 ε2In −ε2In 0

−ε2In ε2In 0

0 0 0

−
 x

−x

−u


 x

−x

−u


>

 InA>
B>

 > 0.

As such, the set of (A,B) that satisfy the condition can be
written as the solution set of a QMI. By assumption Σ =
Z(M). We can then apply the matrix S-Lemma [37, Thm
4.7] and use a Schur complement to prove the statement. �

Motivated by Lemma 4.6, we define

ε−(x) := min{ε | ∃γ > 0, u ∈ Rr s.t. (32) holds}. (33)

Given x ∈ RN , the function ε−(x) thus gives the minimal
radius of a ball around x, for which there exists a u? such
that the corresponding set of fixed points of each system in
Σ is contained in this ball. The next result describes useful
properties of this function.

Lemma 4.7 (Properties of the minimal radius func-
tion) Let Σ = Z(M), where the corresponding noise model
satisfies Assumption 1 and M has at least one positive
eigenvalue. Assume A is stable for all (A,B)> ∈ Σ. Then
ε−(x) 6 ‖x‖2 for any x ∈ Rn and ε− is convex.

PROOF. The statement ε−(x) 6 ‖x‖2 follows by noting
that, for any x and M , (32) holds with u = 0, γ = 0 and
ε = ‖x‖2. Next, suppose that for all (A,B)> ∈ Σ,

‖x− (I−A)−1Bu‖2 6 ε, ‖x̄− (I−A)−1Bū‖2 6 ε̄.

Let λ ∈ [0, 1] and define xλ := λx+ (1− λ)x̄ and similarly
for uλ and ελ. Then,

‖xλ − (I−A)−1Buλ‖2 6 λ‖x− (I−A)−1Bu‖2
+ (1− λ)‖x̄− (I−A)−1Bū‖2 6 ελ.

Therefore, ε−(xλ) 6 ελ, proving that ε− is convex in x. �

The following result uses this function in order to provide
conditions for suboptimal regulation.
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Theorem 4.8 (Suboptimal regulation) Let Σ = Z(M)
and Θ = Z(N), where the corresponding noise models sat-
isfy Assumption 1. Assume A is stable for all (A,B)> ∈ Σ
and φθ is Lipschitz with constant L for all θ ∈ Θ. Then

min
u
‖φ̂((I − Â)−1B̂u)‖2 6 min

x

(
g(x; Θ) + Lε−(x)

)
.

PROOF. Using the triangle inequality and Lipschitzness,

‖φ̂((I − Â)−1B̂u)‖2 6 ‖φ̂(x)‖2 + L‖x− (I−Â)−1B̂u‖2,

for any x ∈ Rn. Note that this separates the unknown

parameter θ̂ from the unknown pair (Â, B̂). From here, we
deduce

min
u
‖φ̂((I − Â)−1B̂u)‖2

6 min
x,u

(
max
θ∈Θ
‖φθ(x)‖+ L

(
max

(A,B)∈Σ
‖x− (I−A)−1Bu‖

))
.

Since only the second term is dependent on u, we can use
the definition of ε−(x) and Lemma 4.6 to conclude the
statement. �

Now, since we know that ε− is convex, we can resolve this
problem efficiently if so is g(·,Θ) (see Corollary 3.13). We
conclude this section by noting that Theorem 4.8 requires
only stability of each system matrix A. Under the stronger
assumption of quadratic stability, which can be determined
using Lemma 4.4, we can provide a transient guarantee on
the values of the unknown function.

Theorem 4.9 (Transient values of the cost function)
Let Σ = Z(M) and Θ = Z(N), where the corresponding
noise models satisfy Assumption 1. Let P > 0 such that
APA> < P for all (A,B)> ∈ Σ and assume φθ is Lipschitz
with constant L for all θ ∈ Θ. Let δ > 0 and u? be a

fixed input such that ‖φ̂((I − Â)−1B̂u?)‖2 6 δ. Given an
initial condition x̂0 ∈ Rn, let x̂k denote the trajectory of the
unknown system (Â, B̂) corresponding to the input u? and
starting from x̂0. Then, there exists λ ∈ [0, 1) such that

‖φ̂(x̂k)‖2 6 δ + λkL
λmax(P )

λmin(P )
‖x̂0 − x?‖2.

PROOF. Let x? be the fixed point corresponding to the
input u? for the system (Â, B̂). If APA> < P for all
(A,B)> ∈ Σ, then the set {A | (A,B)> ∈ Σ} is bounded.
Since the set is closed by definition, we can conclude that
APA> < P for all (A,B)> ∈ Σ if and only if there ex-
ists λ ∈ [0, 1) such that APA> < λP for all (A,B)> ∈ Σ.
In particular, this implies that the affine system resulting
from the application of input u? to (Â, B̂) is strongly con-
tracting (cf. Remark 4.5). Thus, for any k > 1,

‖x̂k − x?‖2,P−1/2 6 λ‖x̂k−1 − x?‖2,P−1/2 .

By applying this repeatedly, we conclude ‖x̂k−x?‖2,P−1/2 6
λk‖x̂0 − x?‖2,P−1/2 , and thus

‖x̂k − x?‖2 6 λk
λmax(P−1)

λmin(P−1)
‖x̂0 − x?‖2.

Using the triangle inequality and the fact that φ̂ is Lipschitz
with constant L,

‖φ̂(x̂k)‖2 6 ‖φ̂(x?)‖2 + L‖x̂k − x?‖2.

Combining this previous with the fact that λmax(P−1) =
1/λmin(P ) and λmin(P−1) = 1/λmax(P ) yields

‖φ̂(x̂k)‖2 6 δ + λkL
λmax(P )

λmin(P )
‖x̂0 − x?‖2.

This proves the statement. �

Remark 4.10 (Suboptimal regulation of unstable
systems) Our discussion above assumes that the unknown
system and all of those consistent with the measurements
are stable. When this is not the case, we can instead pro-
ceed by first testing if the data is sufficiently informative for
quadratic stabilization, i.e., to guarantee the existence of a
static feedback K such that (A + BK)P (A + BK)> < P
for all (A,B)> ∈ Σ, cf [37, Thm. 5.1]. Then, we can char-
acterize the behavior of the fixed points of the resulting
systems by considering

‖x− (I−A+BK)−1Bu‖2 6 ε.

Adapting Lemma 4.6 and the definition of ε− accordingly
is then straightforward. This gives rise to a two-step ap-
proach: (i) determine a gain K which stabilizes all systems
in Σ and (ii) minimize g(x; Θ) + Lε−(x). Note that the
choice of K among potentially many stabilizing gains in-
fluences the resulting ε− in a nontrivial way. We leave the
analysis of jointly minimizing g(x; Θ) + Lε−(x) over all x
and all possible choices K as an open problem. •

5 Online cautious optimization

Our exposition so far has considered one-shot optimization
settings where, given a set of measurements, we determine
regularity properties and address suboptimization of the
unknown function. In this section, we consider online sce-
narios, where one can repeatedly combine optimization of
the unknown function with the collection of additional mea-
surements, aiming at reducing the optimality gap. Consis-
tent with our exposition, this means that we are interested

in finding guaranteed upper bounds on c>φ̂ on the basis
of initial measurements, then refining this bound on the
basis of newly collected measurements 1 . We aim at doing
this in a monotonic fashion, that is, in a way that has the
obtained upper bounds do not increase as time progresses.

Consider repeated measurements of the form

Yk = θ̂>Φk +Wk, with W>k ∈ Z(Π), (34)

where Yk andWk are as in (2) and k ∈ N. Let Θk := Z(Nk)
be the set of of parameters which are compatible with the
kth set of measurements, where

Nk :=

[
I Yk

0 −Φk

]
Π

[
I Yk

0 −Φk

]>
.

Our online optimization strategy is described as follows.

1 To keep the presentation contained, we do not consider min-

imization of ‖φ̂‖2, but the results can be adapted to this case.
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Algorithm 1 (Online cautious optimization) Con-
sider an initial candidate optimizer z0 ∈ Rn, an initial
set of data (Y0,Φ0), and c ∈ Rm. Define the initial set of
compatible parameters as Θ̄0 = Z(N0), where N0 is given
as in (4). For k > 1, we alternate two steps:

(i) Employ the set Θ̄k−1 to improve the candidate opti-
mizer by finding zk such that

gc(zk; Θ̄k−1) 6 gc(zk−1; Θ̄k−1). (35)

(ii) Measure the function as in (34) and update the set of

parameters by finding a set Θ̄k such that θ̂ ∈ Θ̄k and

gc(zk; Θ̄k) 6 gc(zk; Θ̄k−1). (36)

In the following, we enforce (36) by considering parameters
consistent with all previous measurements,

Θ̄k := Θ0 ∩ . . . ∩Θk. (37)

Note that Algorithm 1 provides a sequence of upper bounds
to true function values, on the basis of measurements. This
means that after any number of iterations, we obtain a

worst-case estimate of the function value c>φ̂(zk) and, as

such, for the minimum of c>φ̂. To be precise, for each k > 1,

min
z∈Rn

c>φ̂(z) 6 c>φ̂(zk) 6 gc(zk; Θ̄k−1), (38)

and these bounds are monotonically nonincreasing

gc(zk+1; Θ̄k) 6 gc(zk; Θ̄k−1) (39)

Therefore this sequence of upper bounds is nonincreasing
and bounded below, and we can conclude that the algo-
rithm converges. However, without further assumptions,
one cannot guarantee convergence of the upper bounds to

the minimal value of c>φ̂, or respectively of zk to the global

minimum of c>φ̂. This is because, even though when re-
peatedly collecting measurements, it is reasonable to as-
sume that the set of consistent parameters would decrease
in size, this is not necessarily the case in general. In partic-
ular, a situation might arise where repeated measurements
corresponding to a worst-case, or adversarial, noise signal
give rise to convergence to a fixed bound with nonzero un-
certainty. This is the point we address next by considering
random noise realizations.

5.1 Collection of uniformly distributed measurements

We consider a scenario where the noise samples are not
only bounded but distributed uniformly over the set Z(Π).
To formalize this, let Π be such that Z(Π) is bounded.
Consider a measure µ, and probability distribution p,

p(W ) :=

{
1

µ(Z(Π)) W> ∈ Z(Π),

0 otherwise.

As a notational shorthand, we write W> ∼ Uni(Z(Π)).
The following result shows that, under such uniformly dis-
tributed noise samples, the size of the set of parameters
indeed shrinks with increasing k.

Theorem 5.1 (Repeated measurements leading to
shrinking set of consistent parameters) Suppose that
the measurements (Yk,Φk) are collected such that W>k ∼
Uni(Z(Π)) and σ−(Φk(z)) > a for some a ∈ R>0 and all
z ∈ Rn. Then, for any probability 0 < π < 1 and any ε > 0,

there exists k such that if Bε(θ̂) denotes the ball of radius

ε > 0 centered at θ̂ in Rk×m, then

p(Θ0 ∩ . . . ∩Θk−1 ⊆ Bε(θ̂)) > π. (40)

PROOF. Let k > 0 and consider the set Θk = Z(Nk). In

terms of the true parameter θ̂, we obtain Yk = θ̂>Φk +Wk,
with W>k ∼ Uni(Z(Π)). This implies that

Y >k ∼ Uni(Z(Π) + Φ>k θ̂).

For θ ∈ Rk, we know that θ ∈ Θk if and only if Y >k −Φ>k θ ∈
Z(Π). Therefore, Y >k −Φ>k θ ∼ Uni(Z(Π)+Φ>k (θ̂−θ)). We
can now calculate the probability of θ ∈ Θk to be

p(θ ∈ Θk) =
µ((Φ>k (θ̂ − θ) + Z(Π)) ∩ Z(Π))

µ(Z(Π))
.

Recall, however, that the true parameter θ̂ is unknown. Let

θ 6∈ Bε(θ̂), then, since by assumption σ−(Φk) > a, we can
derive that

p(θ ∈ Θk) 6 max
‖V ‖2=1

µ((aεV + Z(Π)) ∩ Z(Π))

µ(Z(Π))
=: η(aε).

Note that, since Z(Π) is bounded and convex, we have in
addition that η(λ) < 1 for λ > 0. This means that, re-
gardless of the values of the measurements, the probability
that θ ∈ Θk is strictly less than 1. Now, by repeating such

measurements, we see that for θ 6∈ Bε(θ̂), we have

p(θ ∈ Θ0∩. . .∩Θk−1) = p(θ ∈ Θ0) · · · p(θ ∈ Θk−1) 6 η(aε)k.

From this, if k is large enough, then (40) holds. �

Remark 5.2 (Extension to other probability distri-
butions) Note that the proof of Theorem 5.1 essentially
depends on the fact that p(W ) 6= 0 for all W> ∈ Z(Π).
Therefore, we can draw the same conclusion for other prob-
ability distributions that satisfy this assumption, such as
truncated Gaussian distributions. •
Thus, if the noise is uniformly random, Theorem 5.1 guar-
antees that the set of parameters converges. This allows
us to conclude that, under Algorithm 1, the sequence

gc(zk; Θ̄k) converges to the sequence c>φ̂(zk) pointwise.

5.2 Methods to improve the candidate optimizer

In this section we discuss methods to guarantee that (35)
holds. A direct way of enforcing this is by simply optimizing
the expression, that is, updating zk as

zk := arg min
z∈Rn

gc(z; Θ̄k−1). (41)

However, this requires us to find a global optimizer of the
function gc(z; Θ̄k−1), which might be difficult to obtain de-
pending on the scenario. As an alternative, we devise a pro-
cedure where the property (35) is guaranteed by locally up-
dating the candidate optimizer along with collecting new
measurements near the candidate optimizer. We show that,
using only local information in this manner, the algorithm
converges to the true optimizer under appropriate techni-
cal assumptions.

In order to formalize this notion of ‘local’, we both measure
and optimize on a polyhedral set around the candidate op-
timizer. For this, let F = {fi}Ti=1 ⊆ Rn be a finite set such
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that 0 ∈ int(convF). Let S(z) := z + convF . Then, (35)
holds if we update the optimizer by

zk := arg min
z∈S(zk−1)

gc(z; Θ0 ∩ . . . ∩Θk−1). (42)

We measure the function at all points in zk + F , that is,
we take Φk = ΦF (zk), where

ΦF (z) :=


φ1(z + f1) . . . φ1(z + fT )

...
...

φk(z + f1) . . . φk(z + fT )

 .
The online optimization procedure then incrementally in-
corporates these measurements to refine the computation
of the candidate optimizer. The following result investi-
gates the properties of the resulting online local descent.

Theorem 5.3 (Online local descent) Let F be a finite
set such that 0 ∈ int(convF). Let S(z) := z + convF .
Consider Algorithm 1, employing local update rules (42)
and (37), where θk = Z(Nk) and Φk = ΦF (zk). Suppose
that the initial point z0 ∈ Rn and the data (Y0,Φ

F (z0)) are
such that c>φθ is strictly convex for all θ ∈ Θ0. Then the
following hold:

(i) For any k > 1, the problem (42) is strictly convex;
(ii) If zk 6= zk+1, then

gc(zk+1; Θ̄k) < gc(zk; Θ̄k−1),

that is, (39) holds with a strict inequality.

PROOF. Statement (i) follows from Corollary 3.12.
Then, note that if zk 6= zk+1, we have that

gc(zk+1; Θ0 ∩ . . . ∩Θk) < gc(zk; Θ0 ∩ . . . ∩Θk),

thus proving (ii). �

Remark 5.4 (Reduction of the complexity) Most op-
timization schemes require a large number of function eval-
uations in order to find an optimizer of e.g., (42). In turn,
finding values of gc(·; Θ̄k) requires us to resolve another
optimization problem. This nested nature of the problem
means that reducing the number of evaluations can speed
up computation significantly. This can be done by relax-

ing (42) as follows. Assume a Lipschitz constant of c>φ̂ is
known or obtained from measurements. Since F is a finite
set, there exists ν ∈ R>0 such that each z ∈ S(zk−1) is at
most a distance ν from a point in zk−1 + F . As such, we
can instead find

zk := arg min
z∈zk−1+F

gc(z; Θ0 ∩ . . . ∩Θk−1),

and employ the value of ν and the Lipschitz constant to
approximate the optimal value of (42). •
Recall that, without making further assumptions, we can
only guarantee that the algorithm converges, but not that
it converges to the true optimizer. Moreover, even when
the assumptions of Theorem 5.1 hold, we do not yet have a
way of concluding that the algorithm has converged. The
following result employs the uncertainty near the optimizer,
to provide a criterion for convergence.

Lemma 5.5 (Stopping criterion) Let Θ be compact and
S ⊆ Rn closed. Define

z̄ := arg min
z∈S

gc(z; Θ), ẑ := arg min
z∈S

c>φ̂(z).

Then gc(z̄; Θ) > c>φ̂(ẑ) > gc(z̄; Θ)− 2 maxz∈S Uc(z; Θ).

PROOF. For the first inequality, note that by definition,

gc(z̄; Θ) > c>φ̂(z̄) > c>φ̂(ẑ).

To show the second inequality, note that gc(z̄; Θ) 6
gc(ẑ; Θ), and

2 max
z∈S

Uc(z; Θ) > gc(ẑ; Θ)− c>φ̂(ẑ; Θ).

Combining these, we obtain

gc(z̄; Θ)− 2 max
z∈S

U(z; Θ) 6 c>φ̂(ẑ; Θ),

which proves the result. �

Importantly, we note that the upper and lower bounds in
Lemma 5.5 can be computed purely in terms of data.

If the maximal uncertainty on the set S is equal to zero,

then the local minima of gc and c>φ̂ coincide. In addition,

if c>φ̂ is strictly convex, we have that any local minimum
in the interior of S is a global minimum.

Corollary 5.6 (Uncertainty under repetition) Under
the assumptions of Theorem 5.3, suppose in addition that
for k > 1, the measurements (Yk,Φ

F (zk)) are collected such
that W>k ∼ Uni(Z(Π)) and σ−(ΦF (zk)) > a for some a ∈
R>0 and all k. Then, for any z ∈ Rn, the expected value of
the uncertainty monotonically converges to 0, that is,

Uc(z; Θ0 ∩ . . . ∩Θk−1) > Uc(z; Θ0 ∩ . . . ∩Θk),

and limk→∞ E(Uc(z; Θ0 ∩ . . . ∩Θk)) = 0.

PROOF. The monotonic decrease of the uncertainty
readily follows from its definition. If Θ0 ∩ . . . ∩ Θk−1 ⊆
Bε(θ̂), then it is immediate from the definitions that

Uc(z; Θ0 ∩ . . . ∩Θk−1) 6 Uc(z;Bε(θ̂)).

Given that the map θ 7→ c>φθ(z) is linear in θ, the right-
hand side can be seen to converge to 0 for ε→ 0. Combining
these pieces with Theorem 5.1 proves the statement. �

As a consequence of Lemma 5.5 and Corollary 5.6, we con-
clude that the expected difference between the optimal

value minz∈S c
>φ̂(z) of the unknown function and the op-

timal value minz∈S gc(z; Θ0 ∩ · · · ∩Θk) provided by online
local descent both converge to zero.

6 Simulation examples

Here we provide two simulation examples to illustrate the
proposed framework and our results. We consider an ap-
plication to data-based contraction analysis based on Sec-
tion 4.1, and the data-based suboptimal regulation of an
unmanned aerial vehicle, using Section 4.2. We refer the
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interested reader to our conference paper [1] for an illus-
tration of a simplified version of online cautious subopti-
mization, cf. Section 5.

6.1 Application to data-based contraction analysis

Consider continuous-time systems ż = φθ(z), where z ∈
R2, the parameter θ ∈ R6×2, and with basis functions

φ1(z) = z1, φ3(z) = sin(z1)− 1, φ5(z) = cos(z1),

φ2(z) = z2, φ4(z) = sin(z2)− 1, φ6(z) = cos(z2).

These define the vector-function b : R2 → R6, cf. (1). Sup-

pose that the parameter of the unknown function φ̂ is

θ̂> =

[
−6 1 −1 1 −1 1

0 −6 1 −1 1 −1

]
.

We are interested in determining whether the system ż =

φ̂(z) is strictly contracting with respect to the unweighted
2−norm on the basis of noisy measurements.

As a first step, note that ‖J(b)‖2 =
√

2. Then writing

φ̂(z) = −6z + h(z), we can conclude that

osLip(φ̂) 6 −6 + osLip(h) 6 −6 + ‖J(h)‖2
6 −6 + ‖

[
0 1 −1 1 −1 1
0 0 1 −1 1 −1

]
‖2 · ‖J(b)‖2

≈ −1.8694.

(43)

Thus, the system ż = φ̂(z) is indeed strictly contracting.

However, as before we assume that we do not have access

to the value of θ̂ and can only assess contractivity based on

measurements of φ̂. To be precise, we assume that we have
access to samples of a single continuous-time trajectory
starting from z(0) = (10,−20)> at the time instances

t ∈ {0, 0.01, . . . , 0.25}.

The noise is assumed to satisfy WW> 6 10 · I2, giving rise
to a set Θ = Z(N). Two examples of parameters compati-
ble with the measurements are given by[

−5.2588 1.3807 −1.4810 0.8087 −0.8825 1.5444

−0.2166 −6.1490 1.1110 −0.5087 0.4157 −0.6826

]
,[

−6.3111 0.8091 −0.6433 1.0725 −0.5355 0.9938

0.7750 −5.6377 0.9785 −1.1375 1.3976 −0.8905

]
.

To illustrate the different systems compatible with the mea-
surements, Figure 2 shows the trajectories emanating from
the origin for a number of such systems.

In order to guarantee strict contraction in terms of the
measurements, we employ the condition of Corollary 4.2.
With these measurements Φ has full row rank and thus
Θ = Z(N) is compact. For the last assumption, from the

fact that ‖J(b)‖2 =
√

2, we obtain that for any z, z? ∈ R2,

‖b(z)− b(z?)‖2,(−N22)−1/2 6

√
2√

−λmax(N22)
‖z − z?‖2.

This means that we can use Corollary 4.2, which shows
that the unknown system is strictly contracting if

Figure 2. Trajectories of ż = φθ(z) from the origin for 100 randomly
generated realization of the parameter θ ∈ Θ. The black dots indicate
the resulting equilibria.

osLip(φlse) < −
√

2λmax(N |N22)√
−λmax(N22)

≈ −1.78.

Using a line of reasoning as in (43) allows us to conclude
that this indeed holds. As such, the system ż = φθ is strictly
contracting for all θ ∈ Θ. We plot a number of trajectories
of the systems corresponding to 4 different realizations of
the parameter θ in Figure 3. It can be seen that each is
strictly contracting.

Figure 3. Trajectories of ż = φθ(z) starting from a number of dif-
ferent initial conditions on the circle with radius 1

2
for four different

realizations of θ ∈ Θ.

6.2 Suboptimal regulation of unmanned aerial vehicle

This example considers the suboptimal regulation of a
fixed-wing unmanned aerial vehicle (UAV). We consider
a model of the longitudinal motion for which the relevant
equations of motion are derived in e.g., [42, Ch. 2]. For
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the values of the parameters and the linearization we fol-
low [43], which derives a benchmark model on the basis
of 10 different models of real-world UAV’s of different
specifications. The derived system is a state-space model

ẋ(t) = Acontx(t) +Bcontu(t),

given in [43, Eq. (8)-(10)], with states x(t) ∈ R4 and inputs
u(t) ∈ R. Here, x1(t) denotes the deviation from the nom-
inal forward velocity, x2(t) the deviation from the nominal
angle of attack, x3(t) the pitch angle, and x4(t) the pitch
rate. The input u(t) represents the elevator deflection. We
use the parameters derived in [43, Eq. (13)-(14)], and thus

Acont=


−0.240 0.345 −0.411 0

−1.905 −10.695 0 0.941

0 0 0 1

0.457 −250.513 0 −8.844

, Bcont=


0

−0.301

0

−98.658

.
We consider a discretization of this model with stepsize
1
20 , thus arriving at a system of the form (30), where Â =

I4 + 1
20Acont and B̂ = 1

20Bcont. These matrices are un-
known to us, and instead we have access to a single second-
long trajectory of measurements of the state x(t) with

x(0) = (1 1 1 1)
>

, and fixed input u(t) = −4. Thus, T = 20.
Denoting the matrix collecting the noise samples by Ws,
we assume that the noise on the measurements is such that
WsW

>
s 6 10−4I4. These measurements give rise to a set of

systems consistent with the data given by Σ = Z(M).

Following Section 4.2, we aim at finding suboptimal values
of the norm of an unknown cost function. In this example,

we consider a simple cost function φ̂ : R4 → R4 of the

form φ̂(x) = x − x̂, where x̂ = (1 0 0 0)
>

. This situation
might arise, for instance, when the UAV is tasked to mirror
the orientation and speed of another UAV on the basis of
noisy measurements. If the cost function were known, the

problem of minimizing ‖φ̂‖2 would be to simply regulate x
as close to x̂ as possible. However, we assume that we only

know that φ̂ is affine in x, and thus of the form

φθ(x) := θ>

(
1

x

)
, where θ̂ =

[
−x̂>

I4

]
.

We assume that the measurements available to us are col-
lected concurrently with the collection of the measurements
of the unknown system. In line with Section 2, this means
that we measure at zi := x(i − 1) for i = 1, . . . , T = 20.
We assume a noise model of the form WW> 6 I4, and ob-
tain a set of parameters consistent with the measurements
given by Θ = Z(N).

We are interested in finding upper bounds for the quantity

min
u
‖φ̂((I − Â)−1B̂u)‖2.

Before applying Theorem 4.8, we need to check its as-
sumptions. First, we employ Lemma 4.4 in order to check
whether each A consistent with the measurements is sta-
ble. Solving the LMI (31) yields

P̄ ≈


0.0072 0.0015 0.0004 −0.0102

0.0015 0.1665 0.1218 0.1496

0.0004 0.1218 0.1648 −1.3489

−0.0102 0.1496 −1.3489 45.00437

.
Next, we employ Lemma 3.16 to obtain a Lipschitz con-
stant. Given that the basis functions are linear, we can eas-
ily minimize L over (25) to obtain L = 2.0171. Thus, L is
a Lipschitz constant for φθ for all θ ∈ Z(N).

Therefore, the required pieces are in place, and we can
employ Theorem 4.8 to show that

min
u
‖φ̂((I − Â)−1B̂u)‖2 6 2.3347. (44)

This value in attained for the input u? = 0.2321 and the

minimizer in the state is x =
(

0.809 0.054 −0.355 −0.006

)>
.

Figure 4 shows the results of applying this input to differ-
ent realizations of the system matrices compatible with the
measurements. We make the following observations. First,
one can see that each of the systems converges to a fixed
point, and each of these fixed points are within a distance
ε−(x) = 0.4491 of x. Second, for certain systems the tran-
sients, especially in states x1 and x2, converge quite slowly.
This holds because the true system is marginally stable and
the same holds for elements of set Z(M) (to be precise, the
upper bound of Theorem 4.9 can only be shown to hold for
0.999 < λ < 1).

Corresponding to these trajectories, Figure 5 shows the re-
sulting values of ‖φθ(xk)‖2, for both the true value and for
different realizations of θ ∈ Z(N). The plot reveals shows

that, with the true parameter θ̂, the values at the fixed
points are well below the bound (44). In fact, resolving the

problem with known φ̂ yields u? = 0.1820 and an upper
bound of 0.7963. Indeed, as the left plot shows, the un-

known nature of φ̂ has a large effect and therefore has to
be taken into account when providing formal guarantees.

Figure 4. State trajectory corresponding to the found input
u? = 0.2321 for 40 different realizations of the matrices (A,B) con-
sistent with the measurements.
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Figure 5. Values of ‖φθ(xk)‖2 for the state trajectories of Fig-
ure 4. On the left, we pick for each system a different realization of
θ ∈ Z(N). On the right, we use the true value of θ̂.

7 Conclusions

We have developed a set-valued regression approach to
data-based optimization of an unknown vector-valued func-
tion. Taking a worst-case perspective, we have provided a
range of guarantees in terms of measurements on the min-
imization of least conservative upper bounds of both the
norm and any linear combination of the components of the
unknown function. Our analysis has yielded closed-form ex-
pressions for the proposed upper bounds, conditions to en-
sure their convexity (as an enabler for the use of gradient-
based methods for their optimization), and Lipschitzness
characterizations to facilitate simplifications based on in-
terpolation. We have illustrated the applicability of the pro-
posed cautious optimization approach in systems and con-
trol scenarios with unknown dynamics: first, by providing
conditions on the data which guarantee that the dynamics
is strongly contracting and, second, by providing conditions
under which we can regulate an unknown system to a point
with a guaranteed maximal value of an unknown cost func-
tion. Finally, we have considered online scenarios, where
one repeatedly combines the optimization of the unknown
function with the collection of additional data. Under mild
assumptions, we show that repeated measurements lead to
a strictly shrinking set of compatible parameters and we
build on this result to design an online procedure that pro-
vides sequential upper bounds which converge to a true
optimizer.

Future work will investigate conditions to ensure other reg-
ularity properties of the unknown function and its least
conservative upper bounds, the impact of the choice of basis
functions on the guarantees and computational efficiency of
the proposed cautious optimization methods (particularly,
the use of polynomial bases coupled with sum-of-squares
optimization techniques), and the application of the results
to the certification of Lyapunov stability and controller de-
sign for nonlinear systems.
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