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Learning to Pursue AC Optimal Power Flow
Solutions with Feasibility Guarantees

Damola Ajeyemi, Yiting Chen, Antonin Colot, Jorge Cortés, and Emiliano Dall’Anese

Abstract—This paper focuses on an AC optimal power flow
(OPF) problem for distribution feeders equipped with control-
lable distributed energy resources (DERs). We consider a solution
method that is based on a continuous approximation of the
projected gradient flow – referred to as the safe gradient flow –
that incorporates voltage and current information obtained either
through real-time measurements or power flow computations.
These two setups enable both online and offline implementations.
The safe gradient flow involves the solution of convex quadratic
programs (QPs). To enhance computational efficiency, we propose
a novel framework that employs a neural network approximation
of the optimal solution map of the QP. The resulting method
has two key features: (a) it ensures that the DERs’ setpoints
are practically feasible, even for an online implementation or
when an offline algorithm has an early termination; (b) it ensures
convergence to a neighborhood of a strict local optimizer of the
AC OPF. The proposed method is tested on a 93-node distribution
system with realistic loads and renewable generation. The test
shows that our method successfully regulates voltages within
limits during periods with high renewable generation.

I. INTRODUCTION

This work considers power distribution systems with con-
trollable distributed energy resources (DERs), and aims to ad-
vance real-time control strategies and computational method-
ologies in this domain. The focus is on the AC optimal power
flow (OPF) problem [1] and, in particular, on its real-time im-
plementation. These include recent frameworks that leverage
feedback-based implementations [2]–[5] or low-latency batch
solutions [6], [7]. These real-time implementations seek to
generate setpoints at a time scale that is consistent with the
variability of uncontrollable loads and power available from
renewable sources [8].

Prior work. Feedback-based online algorithms have been
explored in the context of AC OPF for distribution sys-
tems [2]–[5]. Shifting from a feedback optimization paradigm
to feedforward optimization, a substantial body of work has
explored the use of neural networks and deep learning tech-
niques to approximate solutions to the AC OPF problem; see,
for example, [7], [9]–[17], the generative model in [18], and
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the foundation models in [19]. While these methods primarily
target AC OPF tasks in transmission networks, some of them
can be adapted to distribution grids as well. This body of
literature has adopted various approaches: some aim to directly
predict an optimal solution to the AC OPF problem [7], while
others focus on predicting a Karush–Kuhn–Tucker (KKT)
point [14].

In general, these methods lack formal guarantees in terms of
generating optimal solutions of the AC OPF, not to mention
feasible points (as we will show in our numerical results).
Once a candidate solution is generated by the neural network,
recovering a valid operating point that satisfies all AC OPF
constraints can be computationally demanding – offsetting the
speed advantages offered by the neural network approxima-
tion; heuristics may be used, but still lack formal guarantees.
Post-processing for neural networks approximating solutions
to problems with linear constraints are available in the litera-
ture [20], but they are not applicable to the AC OPF. The AC
OPF is nonconvex and may admit multiple globally and locally
optimal solutions; this means that the function that maps loads
in the network and parameters of the problem into optimal
solutions is a set-valued mapping. Such a set-valued mapping
cannot be approximated with the single-valued mapping of a
neural network; see the discussion in, e.g. [21] and [12], [22].
One workaround suggested in [21] is when the number of
solutions (or KKT points) of the AC OPF is finite and they
can all be identified; in this case, the neural network can be
trained to output the vector enumerating the optimal solutions
(or KKT points). Enumerating the solutions (or KKT points)
of the AC OPF is computationally infeasible [22].

An alternative strategy involves replacing algorithmic up-
dates in traditional optimization methods – such as Newton-
type or gradient-based methods – with neural networks [16],
[17]. These methods offer computational advantages, but exist-
ing works do not offer convergence and feasibility guarantees.

Contributions. In this paper, we consider a solution method
for the AC OPF that is based on a continuous approximation
of the projected gradient flow – hereafter referred to as the safe
gradient flow [23], [24] – incorporating voltage and current in-
formation obtained either through real-time measurements (as
in feedback optimization [2]–[5]) or power flow computations.
To favor computational efficiency and speed, we propose a
novel framework that employs a neural network approximation
of the safe gradient flow. In particular, the neural network
predicts the unique optimal solution of a quadratic program
(QP) defining the map of the safe gradient flow. The learning
task is well-posed, in the sense that the optimal solution map
of the QP is a single-valued function and it is continuous. The
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learned safe gradient flow is then used in conjunction with
voltage and current information to identify AC OPF solutions.
We summarize our contributions as follows:

(c1) We propose an iterative method where the neural
network approximation of the safe gradient flow is used with
either real-time measurements or power flow computations.

(c2) We show that our method leads to solutions that are
practically feasible. The term practical feasibility refers to the
fact that we provide guarantees on the maximum constraint
violation (which is found to be negligible through our nu-
merical experiments); the analytical estimate of the violation
allows for a careful tightening of the constraints in the AC
OPF so that the neural network can be trained not to violate
the actual constraints. The practical feasibility is at any time,
in the sense that the algorithm produces feasible points even
when terminated before convergence or implemented online.

(c3) We show that the proposed learning-based method
converges exponentially fast within a neighborhood of KKT
points of the AC OPF that are strict local optimizers.

(c4) We perform numerical experiments on a 93-bus distri-
bution system [25] and with realistic load and solar production
profiles from the Open Power System Data. We show that
our approach ensures voltage regulation and satisfaction of
the DERs’ constraints. Our method shows far superior perfor-
mance in terms of voltage regulation compared to approaches
that attempt to approximate the solutions of the OPF directly.

The remainder of the paper is organized as follows. Sec-
tion II will formulate the AC OPF and will explain our pro-
posed mathematical model. Section III will provide details on
the neural network-based safe gradient flow, while Section IV
will illustrate simulation results. Section V will present our
theoretical results, and Section VI will conclude the paper.

II. PROBLEM FORMULATION AND PROPOSED MODEL

A. Distribution System Model

We consider a distribution system1 comprising N+1 nodes,
labeled by {0, 1, . . . , N}. Node 0 represents the substation
(or point of common coupling), whereas N := {1, . . . , N}
contains the remaining nodes; these nodes may feature a mix
of uncontrollable loads and controllable DERs. We focus on a
steady-state representation in which currents and voltages are
modeled as complex phasors. For each node k ∈ N , let the
line-to-ground voltage phasor be vk = νke

j δk ∈ C, with mag-
nitude νk = |vk| and angle δk. The phasorial representation

1Notation. We use the following notational conventions throughout the
paper. Boldface upper-case letters (e.g., X) denote matrices, and boldface
lower-case letters (e.g., x) denote column vectors. The transpose of a vector or
matrix is denoted by (·)⊤, and the complex conjugate by (·)∗. The imaginary
unit is denoted by j, satisfying j2 = −1, and the absolute value of a scalar
is written as | · |. For a real-valued vector x ∈ RN , diag(x) returns an
N ×N diagonal matrix with the entries of x on the diagonal. The ℓ2-norm
of a vector x ∈ Rn is denoted ∥x∥; for a matrix X ∈ Rn×m, ∥x∥ is
the induced ℓ2-norm. For two vectors x ∈ Rn and u ∈ Rm, the notation
(x,u) ∈ Rn+m denotes their concatenation. The symbol 0 is used to denote
vectors or matrices of zeros, with dimension determined from context. The
set of complex numbers is denoted C. For a complex vector x ∈ CN ,
ℜ(x) ∈ RN denotes its real part and ℑ(x) ∈ RN its imaginary part. We
denote by N0 the set of non-negative integers, and by N>0 the set of positive
integers. The set of all integers is denoted by Z.

of the current injected at node k is ik = |ik|ej ψk ∈ C. At the
substation, the voltage is denoted as v0 = V0e

j δ0 [26].
As usual, applying Ohm’s and Kirchhoff’s Laws in the

phasor domain yields the relationship[
i0

i

]
=

[
y0 ȳ⊤

ȳ Y

][
v0

v

]
, (1)

where i = [ i1, . . . , iN ]T ∈ CN and v = [ v1, . . . , vN ]T ∈
CN , and where the admittance matrix Y ∈ CN×N and the
vectors ȳ ∈ CN , y0 ∈ C are built based on the series and
shunt parameters of the lines under a Π-model [26].

Suppose that there are G DERs in the network, each capable
of generating or consuming active and reactive powers. Let
u = [ p1, . . . , pG, q1, . . . , qG ]T ∈ R2G collect the DERs’
active powers pi and reactive powers qi. For each DER i ∈ G,
the set of admissible active and reactive power setpoints is
defined by a compact set Ci ⊂ R2; the overall control domain
is given by the Cartesian product C := C1 × C2 × · · · × CG ⊂
R2G. Define the mapping m : {1, . . . , G} → N to indicate the
node at which each DER is connected. Then, the net injections
at node n can be written as pnet,n =

∑
i∈Gn

pi − pℓ,n,
qnet,n =

∑
i∈Gn

qi − qℓ,n, where Gn = { i ∈ {1, . . . , G} :
m(i) = n} and with pℓ,n, qℓ,n denoting the real and reactive
loads (positive entries imply consumption). Let p ∈ RN and
q ∈ RN collect the active and reactive powers from the DERs
on nodes n ∈ N . Then, from (1), one can derive the equation:

(p− pl) + j(q − ql) = diag(v)
(
ȳ∗v∗0 + Y ∗ v∗), (2)

where sl := pl + jql ∈ CN is a vector collecting the
aggregate complex powers of non-controllable loads at each
node. Finally, we consider a set of nodes M ⊆ N where
voltages are monitored, and let M = |M| denote the number
of such nodes.

Given the controllable powers u and the loads pl, ql, one
can employ numerical techniques to solve (2) for the voltages
v. It is important to note that the power flow equation (2) may
admit zero, one, or multiple solutions [27]–[29]. If multiple
solutions exist, we focus on practical solutions; i.e., the so-
lution within the neighborhood of the nominal voltage profile
that yields relatively high voltage magnitudes and low line
currents. Due to the Implicit Function Theorem, we can define
a map (u, sl) 7→ v(u, sl) mapping loads and power from the
DERs into complex voltages at the nodes. Additionally, based
on the function v(u, sl) and the topology of the network, we
also define the function (u, sl) 7→ i(u, sl) mapping loads and
power from the DERs into line currents; we assume that we
monitor a set E of L lines.

The functions v(u, sl) and i(u, sl) are utilized to formulate
instances of the AC OPF. In the remainder of this paper, we
proceed under the following practical assumption.

Assumption 1 (Maps in a neighborhood of the nominal
voltage profile). The functions (u, sl) 7→ |v(u, sl)| and
(u, sl) 7→ |i(u, sl)| are unique and continuously differentiable
in an open neighborhood of the nominal voltage profile.
Additionally, their Jacobian matrices Jv(u, sl) := ∂|v(u,sl)|

∂u

and J i(u, sl) := ∂|i(u,sl)|
∂u are locally Lipschitz continuous

over that neighborhood. □
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This assumption is supported by the findings in, e.g., [27]–
[29]. This assumption will be utilized only in the analysis of
the algorithms; it will not play a role in the algorithmic design
and practical implementations of the proposed methods.

Remark II.1 (Model and notation). We note that the frame-
work proposed in this paper is applicable to multi-phase dis-
tribution systems with both wye and delta connections under
the same Assumption 1. However, to simplify the notation and
to streamline the exposition, we outline the framework using
a single-phase model. □

B. AC OPF Formulation

Several formulations for the AC OPF at the distribution
level has been proposed in the literature; see, for example, the
survey [1] and the representative works [3], [5], [30], [31].
In this section, we structure our presentation around an AC
OPF formulation that includes constraints on node voltages,
line currents, and operating ranges of DERs.

Recall that u = [p1, . . . , pG, q1, . . . , qG]
⊤ ∈ R2G represents

the vector of DER active and reactive power injections, and
recall that M ⊆ N is a set of nodes where voltages are
monitored and controlled. In particular, for the latter, let lower
and upper bounds on the voltage magnitudes be denotes as V
and V , respectively. Additionally, let I be an ampacity limit for
the L lines that are monitored. We then consider the following
problem formulation to compute the DERs’ power setpoints:

U∗(sl,θ) := argmin
u∈C

Cv(v(u; sl)) + Cp(u)

s.t. V ≤ |v(u; sl)| ≤ V ,

|i(u; sl)| ≤ I, (3)
(pi, qi) ∈ Ci(θu,i), ∀i = 1, . . . , G,

where Cv : RM → R is a cost associated with the voltage
profile, Cp : R2G → R captures DER-specific costs, and
the set Ci(θu,i) encodes constraints for the ith DER, such as
capacity and hardware limits as well as grid code requirements.
The inequalities in the voltage and current constraints are
taken entry-wise. We allow a parametric representation of the
set through parameters θu,i; to this end, we assume the set
Ci(θu,i) can be expressed as

Ci(θu,i) = {(pi, qi) ∈ R2 : ℓi(pi, qi,θu,i) ≤ 0nci
} (4)

where ℓi is a vector-valued function modeling power limits,
and the inequality is taken entry-wise. The function ℓi is
assumed to be differentiable. For example, if the ith DER
is an inverter-interfaced controllable renewable source, then
ℓi(pi, qi,θu,i) = [p2i + q2i − s2n,i, pi − pmax,i,−pi]

⊤, where
θu,i = (pmax,i, sn,i) with sn,i and pmax,i the inverter rated
size and the maximum available active power, respectively.
The overall set of inputs that parametrize the problem (3) is
denoted as θ := (θu,i, . . . ,θu,G, V , V̄ , Ī); these inputs are in
addition to sl. We will use the notation C = C1 × . . . × CG
and we define the set S(sl) := Sv(sl) ∩ Si(sl), where:

Sv(sl) := {u ∈ C : V ≤ |v(u; sl)| ≤ V }
Si(sl) := {u ∈ C : |i(u; sl)| ≤ I} .

The feasible set of (3) is Sv(sl)∩Si(sl)∩C. In the following,
for notational simplicity, we drop the dependence on sl.

It is well known that the AC OPF is nonconvex and may
admit multiple globally optimal and locally optimal solutions.
Accordingly, the function (sl,θ) 7→ U∗(sl,θ) that maps
parameters of the problem into globally optimal solutions
to the AC OPF is a set-valued function. Since identifying a
solution u∗ ∈ U∗(sl,θ) is in general difficult, we consider
the (sub-)set of U∗(sl,θ) that contains points that are local
minimizers and isolated KKT points for (3); we denote such
set as Ulm(sl,θ) (although we note that some local minimizers
can also be global minimizers). In the following, we explain
our approach to identify local minimizers in Ulm(sl,θ).

C. Proposed Mathematical Framework and Implementations

Our proposed technical approach is grounded on a mathe-
matical model of the form:

u̇ = ηF (u, ξ,θ), (5a)[
ν
ι

]
︸︷︷︸
:=ξ

=

[
|v(u; sl)|
|i(u; sl)|

]
︸ ︷︷ ︸
:=H(u;sl)

+

[
nv
ni

]
︸ ︷︷ ︸
:=n

(5b)

where: (a) F (u, ξ,θ) is a given algorithmic map, utilized
to seek local minimizers in Ulm(sl,θ); this map updates u
based on voltages v, currents i, and the problem parameters
θ = (θu,i, . . . ,θu,G, V , V̄ , Ī). (b) H(u; sl) in (5b) represents
a power flow solution map; in particular, given u, sl, one
solves for (2) to obtain voltages and currents (and then
computes their absolute values). In (5b), n represents an error
or a perturbation in the computation of ξ.

We design F (u, ξ,θ) based on CBF tools [32] and the safe
gradient flow [23], [24]. In particular, F (u, ξ,θ) is given by:

u̇ = ηF (u, ξ,θ) (6)
F (u, ξ,θ) :=

arg min
z∈R2G

∥z +∇Cp(u) + Jv(u; sl)
⊤∇Cv(ν)∥2

s.t. − Jv(u; sl)
⊤z ≤ −β (1V − ν) (7)

Jv(u; sl)
⊤z ≤ −β

(
ν − V̄ 1

)
J i(u; sl)

⊤z ≤ −β
(
ι− Ī1

)
J ℓi(pi, qi)

⊤z ≤ −βℓi(pi, qi), ∀i ∈ G

where J ℓi(pi, qi) is the Jacobian of (pi, qi) 7→ ℓi(pi, qi), β >
0 is a design parameter, and η > 0 is the controller gain and is
a design parameter. As discussed in [23], the controller in (6)
serves as an approximation of the projected gradient flow. This
approximation, which leverages CBF models, ensures that the
feasible set of (3) is forward invariant. This invariance property
is a key motivation behind initiating our design from (7), and
it is supported by our recent work in [24], where the function
F (u, ξ,θF ) was specifically designed to address an AC OPF
problem with voltage constraints.

On the other hand, the update in (5b) lends itself to two
distinct practical implementations as outlined below:
△ Online feedback-based implementation: Once the up-
date (5a) is performed, the power setpoints u are transmitted
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Fig. 1: (Left) Feedback-based online implementation leveraging measurements from the network. (Center) Offline implementation with power-flow solver. (Right) Design process.

to (and implemented by) the DERs; then, the system operator
collects measurements of actual voltages and currents from
the system, or leverages pseudo-measurements. This imple-
mentation is aligned with existing works on feedback-based
optimization [2]–[5], [24], [30], and it is illustrated in Figure 1.
△ Model-based offline implementation: In this case, (5b)
represents the solution to the AC power flow equations (2)
via numerical methods. For example, given sl, voltages v can
be found using the fixed-point method [28], [33]. This leads
to the offline solution of (3) illustrated in Figure 1.

When F (u, ξ,θ) involves the solution of a quadratic pro-
gram (QP) as in (7), the process in (5) can be computationally
intensive; the time required to identify a solution may not
align with the time scales at which loads sl and system
parameters θ evolve [8]. More broadly, similar arguments
would apply to cases where F (u, ξ,θ) is designed using
different algorithmic approaches involving projections onto
manifolds [34] or inversions of (potentially large) matrices
as in Newton-type methods [16]. The idea is then to train
a neural network to approximate F (u, ξ,θ). Letting FNN :
R2G × RM+L × Rnθ → R2G the neural network map, we
consider the following modification of (5):

u̇ = ηFNN(u, ξ,θ), (8a)
ξ = H(u; sl) + n (8b)

where we recall that ξ represents either a solution to the power
flow equations via numerical methods or measurements of
voltages and currents. Based on the model (8) the problem
addressed in the remainder of the paper is as follows.

Problem 1. Design and train a neural network FNN to emu-
late F (u, ξ,θ) in (7) so that the algorithm (8): (a) converges
to a solution u∗ ∈ Ulm(θ) of the AC OPF problem (3);
(b) ensures that voltage, current, and DER constraints are
satisfied at any time during the execution of the algorithm. □

The term “at any time” refers to the fact that the algo-
rithm (8) is expected to produce points that are practically
feasible for (3) even if it is terminated before convergence.
This is a key for online AC OPF implementations as in
Figure 1(left), and a desirable feature of offline methods. We
provide some remarks to support our design approach.

D. Motivations and Rationale

An approach different than the one proposed in (8) in the
context of learning for the AC OPF problems is to train
a neural network to directly identify optimal solutions in
U∗(sl,θ), solutions in Ulm(sl,θ), or the set of KKT points
Ukkt(sl,θ); see, for example, [7], [12]–[14] and [19]. We
provide a comparison next.
△ Mapping vs set-valued mapping

• For any given u, ξ,θ, F (u, ξ,θ) is defined as the unique
optimal solution of the convex QP (7). Moreover, under
some mild assumptions, the mapping F (u, ξ,θ) is locally
Lipschitz (in all its arguments) [23], [24]. Therefore, in
our approach, the neural network approximates a mapping
that is continuous in its arguments. Accordingly, our
learning problem is well posed.

• On the other hand, U∗(sl,θ), Ulm(sl,θ), and Ukkt(sl,θ)
are in general sets; therefore, (sl,θ) 7→ U∗(θ) is a set-
valued mapping. Such a set-valued mapping cannot be
approximated with the mapping of the neural network;
see the discussion in, e.g. [21] and [12]. One workaround
suggested in [21] is when the number of solutions to the
AC OPF is finite and all the solutions can be identified;
in this case, letting as an example ukkt(sl,θ) be a vector
collecting all the KKT points for given parameters (sl,θ),
one can use a neural network to approximate (sl,θ) 7→
ukkt(sl,θ). However, the solutions of the AC OPF cannot
be, in general, enumerated.

△ Number of inputs
• To approximate F (u, ξ,θ), the inputs to the training are

the voltages at the monitored nodes, the currents at the
monitored lines, the current setpoints of the DERs, and
the parameters θ. Here, the training does not include the
loads sl as inputs.

• To approximate U∗(sl,θ), Ulm(sl,θ), or Ukkt(sl,θ) di-
rectly, the inputs are the loads sl throughout the network
and the inputs θ. When the number of loads is larger
than the controlled DERs and the monitored voltages and
currents, this leads to more inputs in the training task.

△ Feasibility guarantees
• As shown in Section V, our method ensures that iterates

u are practically feasible; i.e., we characterize the worst-
case violation of a constraint. With this information, and
by tightening the constraints during the training process,
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one can ensure that our method generates points that are
feasible for the AC OPF.

• Existing methods that “emulate” solutions in U∗(sl,θ),
Ulm(sl,θ), or Ukkt(sl,θ) do not guarantee feasibility
of the generated outputs. Post-processing could adjust
the solution to make it feasible, but that may involve
heuristics that do not have feasibility guarantees.

III. NEURAL NETWORK-BASED OPF PURSUIT

In this section, we provide details on the algorithmic design
and we discuss its implementation.

A. Algorithmic Design

The map F (u, ξ,θ) in (6) requires computing the Jacobian
matrices of function H(u, sl). To favor a lower complexity
training procedure, we rely on a linear approximation of the
power flow equations (2); several linear approximation ap-
proaches can be found in the literature; see for example, [27],
[28], [31] and references therein. In general, one can find linear
approximations of the form

|v(u; sl)| ≈Γvu+ v̄(sl), |i(u; sl)| ≈ Γiu+ ī(sl), (9)

where the matrices Γv,Γi and the vectors v̄(sl), ī(sl) can be
computed using the methods in [27], [28], [31]. The matrices
Γv,Γi can be precomputed, as they do not depend on u or sl.
Using (9), we can utilize the following approximation of (7):

u̇ = ηFln(u, ξ,θ) (10)

Fln(u, ξ,θ) := arg min
z∈R2G

∥z +∇Cp(u) + Γ⊤
v ∇Cv(ν)∥2

s.t. − Γ⊤
v z ≤ −β (1V − ν) (11)

Γ⊤
v z ≤ −β

(
ν − V̄ 1

)
Γ⊤
i z ≤ −β

(
ι− Ī1

)
J ℓi(ui)

⊤z ≤ −βℓi(u), i ∈ G

where we have replaced the Jacobian matrices of the power
flow equations with the ones of the linear approximations. In
our forthcoming analysis in Section V, we quantify the effect
of the linear approximation error in the overall performance.

Similarly to (7), (11) is a convex QP with a unique optimal
solution. Moreover, from [35, Theorem 3.6], it follows that
u 7→ Fln(u, ξ,θ) is locally Lipschitz over B(u, r1) := {z :
∥z − u∥ < r1} of u, for any ξ and θ.

The next step, as illustrated in Figure 1(right), is to consider
a neural network FNN : R2G × RM+L × Rnθ → R2G,
which will be trained to approximate the mapping (u, ξ,θ) 7→
Fln(u, ξ,θ). In particular, consider a fully connected feedfor-
ward neural network (FNN), defined recursively as:

y = FNN(u, ξ,θ) := W (H)φ(H) + b(H), (12)

φ(i) = Φ(i)
(
W (i−1)φ(i−1) + b(i−1)

)
, i = 1, . . . ,H,

φ(0) = [u, ξ,θ],

where H is the number of hidden layers, W (i) ∈ Rni+1×ni

and b(i) ∈ Rni+1 are the weights and biases, and Φ(i) is
a Lipschitz-continuous activation function (e.g., ReLU, leaky
ReLU, or sigmoid) The network outputs in (12) are y = u̇.

For the training procedure, suppose that Ntrain training
points are available, and they are taken from a compact set
(u, ξ,θ) ∈ Ctrain × Etrain × Θtrain, where Ctrain is a superset
of the feasible region of (3), Etrain is an inflation of the
set of operational voltages, and Θtrain is formed based on
inverters’ operating conditions. Thus, each training point is
given by the input (u(k), ξ(k),θ(k)) and the corresponding
output y(k) = Fln(u

(k),v(k),θ(k)), for k = 1, . . . , Ntrain.
Then, we consider minimizing the following loss function:

L(W , b) :=
1

Ntrain

Ntrain∑
n=1

∥∥∥y(k) −FNN(u(k),v(k),θ(k))
∥∥∥2
2

(13)

where the dependence of FNN on W , b is dropped for
notational convenience. The training routine is presented in
Algorithm 1.

Algorithm 1 Offline training

1: Generate or collect training points
2: For each time instant or episode {tk}Ntrain

k=1 :
3: Obtain v(k), i(k), and u(k)

4: Obtain parameters: θ(k)

5: Compute: y(k) = Fln(u
(k), ξ(k),θ(k))

6: Train neural network
7: Solve minW ,b L(W , b)

We note that the training dataset can be generated offline
by repeating step [S1] for a given set of values for voltages,
currents, and DERs’ powers, or it can be formed online
by collecting measurements from the distribution grid. The
trained FNN FNN(u, ξ,θ) is then used in (8) to solve the AC
OPF online (cf. Figure 1(left) or offline (cf. Figure 1(center)).

B. Online and Offline Implementations

In this section, we provide more details on the online and of-
fline implementations of our proposed method. The feedback-
based online implementation is illustrated in Figure 1(left);
here, the parameters θ(t) are time-varying since they include
the power available from renewable-based DERs, which may
change with evolving ambient conditions [3]. The overall algo-
rithm is tabulated as Algorithm 2. Similar to existing feedback-
based algorithms, Algorithm 2 does not require any infor-
mation about the loads sl. In this implementation, the error
term n in (5a) and (8a) represents errors in the measurements
of voltages and currents, or in the computation of pseudo-
measurements; these errors are small or even negligible [36].

On the other hand, the offline implementation of Fig-
ure 1(center) is tabulated as Algorithm 3. For this offline
implementation, one needs information about the loads sl.
In [S1a], solutions to the power flow (PF) equations can be
identified using, for example, sweeping methods [26] or fixed-
point methods [28]. In this implementation, the error n in (5a)
and (8a) represents the numerical accuracy of the PF method.
The algorithm is executed until convergence, or for a pre-
scribed amount of time td.
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Algorithm 2 Online feedback-based implementation

1: Initialization
2: Load pretrained model FNN, pick η > 0.
3: Real-Time operation t ≥ 0:
4: Measure DERs’ setpoints u(t)
5: Measure |v(t)| and |i(t)| from selected locations
6: Obtain parameters θ(t)
7: Perform update: u̇(t) = ηFNN (u(t), ξ(t),θ(t))
8: Send u(t) to DERs and go to 4.

IV. EXPERIMENTAL RESULTS IN A DISTRIBUTION FEEDER

We test the proposed method illustrated in Figure 1(left)
– which in this section we refer to as neural network-based
safe gradient flow (NN-SGF) in short - on a voltage regulation
problem.

We consider the medium voltage network (20 kV) shown in
Figure 2 (see [25]). The network contains photovoltaic (PV)
inverters at selected buses capable of adjusting both active
and reactive power. Each inverter i ∈ G injects power ui =
(pi, qi) ∈ R2 within a feasible set:

Ci(θu,i) =

(pi, qi) ∈ R2

∣∣∣∣∣∣∣∣∣∣


p2i + q2i − s2n,i
pi − pmax,i

−pi
−0.44 sn,i − qi
qi − 0.44 sn,i

 ≤ 0

 , (14)

where sn,i represents the inverter’s nominal apparent power
rating, randomly selected from the set {490, 620, 740} kVA
to capture the range of deployment scales observed in practice.
The upper bound pmax,i denotes the maximum available active
power at time t. Together, the pair θu,i = (pmax,i, sn,i)
defines the parameterization of the set Ci(θu,i). This limit
is consistent with practical deployment settings and in ac-
cordance with IEEE Std 1547-2018. We also assume that
pmax,i is known at the DER level (via maximum power point
tracking). The cost function in the AC OPF is defined as

Cp(u) =
∑
i∈G cp

(
sn,i−pi
sn,i

)2

+ cq

(
qi
sn,i

)2

, with cp = 3

and cq = 1. This cost function aims to minimize active
power curtailment and inverter losses. The first term promotes
operation near the available active power, while the second
penalizes reactive power usage, which contributes to higher
current magnitudes and associated Joule losses.

The voltage magnitudes at monitored buses are denoted
by ν (cf. (5b)) and are obtained from the pandapower
power flow solver2. The aggregated non-controllable loads and
maximum available active power for PV plants is from the
Open Power System Data3; the data has a granularity of 10
seconds, and the values have been modified to match the initial
loads and PV plants nominal values present in the network.
The reactive power demand is set such that the power factor
is 0.9 (lagging). The voltage service limits V̄ and V are set
to 1.05 and 0.95 p.u., respectively.

With the considered data and simulation setup, we obtain
the voltage profiles illustrated in Figure 3 for the case of

2See https://www.pandapower.org.
3https://data.open-power-system-data.org/household data/2020-04-15

Algorithm 3 Offline implementation

1: Initialization
2: Load pretrained model FNN, pick η > 0.
3: Load parameters θ, load sl, set u(0).
4: Perform until convergence or until td:
5: Given sl,u(τ), solve PF equations to get v(τ)
6: Compute |v(τ)| and |i(τ)| from selected locations
7: Perform update: u̇(τ) = ηFNN (u(τ), ξ(τ),θ)
8: Go to 5.

no control; this is a case where a protection scheme of the
PV plants disconnects the inverters if the voltage level is
too high. The disconnection scheme is inspired from the
CENELEC EN50549-2 standard; the PV plant changes status
from running to disconnected if: (i) the voltage at the point
of connection goes above 1.06 pu, (ii) the root mean square
value of the voltages measured at the point of connection
for the past 10 minutes goes above 1.05 pu (the voltages are
measured every 10 seconds). The switching from disconnected
to connected occurs randomly in the interval [1min, 10min].

As shown in Figure 3, the proposed method is tested against
a challenging voltage regulation problem. We compare the
solutions obtained with the following strategies:
△ (s1) A solution of the AC OPF every 10 seconds to match
the granularity of the Open Power System Data. Here, we use
the nonlinear branch flow model [37] and the solver IPOPT.
We refer to this case as batch optimization (BO).
△ (s2) Our solution strategy in (8) deployed in the online
feedback-based configuration in Figure 1(left). Here, we run
one iteration of the NN-SGF time a measurement is collected
(as in standard feedback optimization methods).
△ (s3) A strategy similar to, e.g., [7], [10], [11] where a neural
network is used to approximate Ulm(sl,θ); i.e., to emulate
solutions of the BO directly. We refer to this as NN-BO.

A. Dataset Generation and Training

We simulate Ntraining = 6,000 independent operating
conditions, each defined by a distinct grid configuration
with varying load profiles, DER capacities, and voltage
regulation constraints. Each condition is associated with
a randomly sampled time instant tn ∼ U(tmin, tmax),
Where tmin = 06:00, tmax = 20:00. For each sam-
pled time tn, we simulate power flow using pandapower
to obtain voltages ν(tn) = {Vj(tn)}j∈M, along with
DER setpoints {pi(tn), qi(tn)}i∈G , constraint parameters
{pmax,i(tn), sn,i}i∈G , and voltage bounds {V j , V j}j∈M. For
each operating condition, we run Niter = 10 iterations of
Fln(u, ξ,θ) using a forward Euler discretization, with η = 0.2.
At each iteration k ∈ {1, . . . , Niter}, we record the DER set-
points u(n,k) = {p(k)i (tn), q

(k)
i (tn)}i∈G , the voltage measure-

ments ν(n,k) = {V (k)
j (tn)}j∈M, and the constraint parameters

pmax,i(tn), sn,i, V j , and V j . We also extract the current
magnitudes ι(n,k) ∈ RL at monitored lines. These are used to
construct the state vector ξ(n,k) = [(ν(n,k))⊤, (ι(n,k))⊤]⊤ ∈
RM+L, consistent with the online and offline implementa-
tion setup. The full constraint parameter vector is denoted



7

14

1

1

26

17

25

9

35

43

50

59

66

51

36

2

10

18

27

37

44

52

60

67

3

11

19

28 29

4

12

20

30

38

455361

68 71

5

13

21

31

39

46

5462

6

22

1

32

40

47

55 56

6463
69727476

78

80 82 84 86 9088 92 93

7

15

23

33

41

48

57

8

16

34

24

42

49

65

58

70

73757779818385878991

SubstationNo DER 490 kVA 1 620 kVA 1 740 kVA

Fig. 2: Distribution network used in the simulations [25].

θ(n) = (θ
(n)
u,1, . . . ,θ

(n)
u,G, V , V , I), and is treated as fixed across

SGF iterations at time tn. The control update is computed as
y(n,k) = Fln(u

(n,k), ξ(n,k),θ(n)) ∈ R2G and used as the train-
ing label. The corresponding input vector x(n,k) ∈ R3G+M

is constructed by concatenating the normalized active power
deviations

{
(p

(k)
i (tn)− pmax,i(tn))/sn,i, i ∈ G

}
, normalized

reactive powers
{
q
(k)
i (tn)/sn,i, i ∈ G

}
, normalized voltage

magnitudes
{
(V

(k)
j (tn)− V j)/(V j − V j), j ∈ M

}
, and the

active DER limits {pmax,i(tn), i ∈ G}. This normalization
ensures all features lie in comparable ranges and are scaled
relative to their physical limits (e.g., sn,i and voltage bounds),
improving numerical stability. This process results in a dataset
of Ntrain = Ntraining ·Niter = 60,000 input-output pairs Dtrain ={(

x(n,k),y(n,k)
)}
n,k

⊂ R3G+M × R2G. For evaluation, we
construct a disjoint test set Dtest =

{(
x(n,k),y(n,k)

)}
n,k

⊂
R3G+M ×R2G using Ntesting = 1000 randomly sampled times
tn ∼ U(06:00, 20:00), with the same SGF update procedure
repeated for each test case. We ensure that Dtrain ∩ Dtest = ∅.

Learning Model, Training, and Evaluation. We train a fully
connected FNN FNN : R2G × RM+L × Rnθ → R2G; the
FNN has an architecture of the form [3G + M,h, h, h, 2G],
with hidden width set to h = α(3G + M); we use α =
2, yielding h = 524 for G = 84 and M = 10. The
network is implemented in PyTorch and trained offline
using the Adam optimizer4 with learning rate 0.001, batch
size 256, dropout 0.2, and up to 500 epochs with early
stopping based on validation loss from a 10% held-out sub-
set. The loss function is the mean squared error (MSE)

L(θ) = 1
|Dtrain|

∑
n,k

∥∥∥FNN(u(n,k), ξ(n,k),θ(n); θ)− y(n,k)
∥∥∥2
2

over the dataset Dtrain =
{
(u(n,k), ξ(n,k),θ(n),y(n,k))

}
n,k

.

Performance on a disjoint test set Dtest is evaluated
using the MSE ℓ2-norm prediction error, defined as

εNN = 1
|Dtest|

∑
n,k

∥∥∥FNN(u(n,k), ξ(n,k),θ(n))− y(n,k)
∥∥∥2
2

,yielding εNN = 1.7 × 10−6 and RMSE = 0.0013. During
online deployment, the FNN runs in inference mode at each
control step t, with sampling interval ∆t = 10 seconds (to
match the variability of the load and PV data). Given current
DER setpoints u(t), measurements ξ(t), and parameters θ(t),
the update is approximated as u(t + ∆t) = u(t) + η∆t ·

4See: https://docs.pytorch.org/docs/stable/generated/torch.optim.Adam.html
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Fig. 3: Overvoltage events and number of nodes impacted with the considered simulation
setup, when no control actions are implemented.

FNN(u(t), ξ(t),θ(t)), with η = 0.02; setpoints are restricted
to the set C, via a projection, if not feasible to reflect hardware
constraints. Given the setpoints, updated voltage magnitudes
are computed via AC power flow using pandapower, yield-
ing the new vector ξ(t+∆t) for the next control step.

For the method (s3) used for comparison, the training of an
FNN FNN

batch : (sl,θ) 7→ u∗ to emulate solutions to the BO was
computationally heavier as we had to increase the size of the
training set to obtain acceptable performance. The training set
consists of inputs s(k)l ,θ(k), with corresponding outputs u∗(k)

obtained by solving the AC OPF using IPOPT. To generate
the dataset, we sample Ncases = 8,000 time instants tn ∼
U(06:00, 20:00), record the uncontrollable loads sl(tn) :=
(pl(tn), ql(tn)) and inverter limits pmax(tn), and apply per-
turbations s

(n,k)
l := (1 + ϵk)sl(tn) with ϵk ∼ U(−0.05, 0.05)

for k = 1, . . . , 10, introducing up to ±5% variability to
enable localized sampling of the solution space without vi-
olating OPF feasibility at tn. Solving the AC OPF for each
perturbed point yields the target u∗(n,k) ∈ Ulm(s

(n,k)
l ,θ)),

giving Ntrain = 80,000 training pairs. The loss minimized is

L(θ) = 1
Ntrain

∑Ntrain
i=1

∥∥∥FNN
batch(s

(i)
l ,θ; θ)− u∗(i)

∥∥∥2
2
.

TABLE I: Training of NN-SGF (s2) and NN-BO (s3)

Method Training points Mean Squared Error test

NN-SGF (s2) 60,000 1.7 ×10−6

NN-BO (s3) 80,000 8.3 ×10−5

B. Voltage regulation and over-voltage duration

Figures 4 and 5 illustrate how different strategies per-
form in regulating voltage magnitudes within the bounds
[0.95, 1.05] p.u.; Figure 4 considers the maximum voltage
profile across the system at every time step, as well as the
number of nodes that experience overvoltages. The proposed
NN–SGF method maintains voltages tightly bounded across
all monitored nodes, with only brief and mild excursions
slightly above 1.05 p.u. These short-duration deviations are
well within the tolerance accepted by distribution utilities
and do not compromise protection schemes. The BO method,
which solves the full AC OPF offline to convergence, is
used as a benchmark. The NN-BO approach, trained to em-
ulate the BO setpoints directly, exhibits significantly more
overvoltage excursions than the NN-SGF, reflected in its
higher maxT1.05 and mean T1.05 as shown in Figure 5.
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(a) AC OPF solution via IPOPT.
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(b) Online NN-SGF in Algorithm 2 and Fig. 1(left).
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(c) Neural network trained to emulate Ulm(sl,θ).

Fig. 4: Highest voltage profile and number of nodes experiencing overvoltages with different optimization methods : (a) Batch optimization (BO) using IPOPT; (b) the proposed
NN-SGF (8), implemented in an online feedback configuration as in Figure 1(left); (c) method where a neural network is trained to emulate BO solutions (NN-BO).
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Fig. 5: Overvoltage duration for the three strategies (s1)–(s3) compared in Figure (4).
Additionally, we consider the no control (NC) setup as in Figure 3 and the SFG.

This confirms that approaches that attempts to learn solutions
to the OPF directly cannot ensure feasibility. Importantly,
NN-SGF delivers effective online voltage regulation without
any iterative optimization and even outperforms widely used
schemes such as Volt/Var Control (VVC) and online primal
dual methods investigated in [24], which typically suffer
from slower response or larger transient violations. Overall,
NN-SGF strikes the best balance among voltage compliance,
computational efficiency, and system protection, all without
introducing operational concerns.

C. Computational times

We assess the computational time of the proposed method.
In Table II, we first consider an online implementation of the
SGF and of the NN-SGF. We recall that the “Online step”
refers to the setup in Figure 1(left) where the one evaluation of
the SGF (resp., the NN-SGF) is used to generate new setpoints
u(t), and the setpoints are sent to the inverters. We averaged
the runtime over the full simulation horizon t ∈ [06:00, 20:00].
Obviously, the computational time of the NN-SGF is much
lower, as the SGF involves solving the constrained QP in (11)
to obtain the setpoint u̇(tn) = ηFin(u(tn), ξ(tn),θ(tn)).

As a point of comparison, we consider the average compu-
tational time required by IPOPT to solve the AC OPF for the
network in Figure 2, which is reported is Table II.

Overall, an online implementation of the NN-SGF achieves
a ∼ 89× speedup over BO and a ∼ 11× speedup over the
online version of the SGF proposed in [24].

We also consider the offline implementation. Here, the
“Offline solution” refers to Figure 1(center), where each

TABLE II: Average computation times (in seconds). The times do not include the delay
in measuring voltages (for SGF) or loads (for BO).

Method Online step Offline implementation Offline
Fig. 1(left) Fig. 1(center) solution

SGF 0.116 1.181 –
NN-SGF 0.011 0.308 –
BO (IPOPT) – – 0.962
NN-BO – – 0.010

iteration involves one evaluation of the SGF (resp., the NN-
SGF) and one solution to the PF. Again, the PF equations are
solved using pandapower, and the average execution time of
pandapower was 0.021 seconds. On average, the proposed
scheme implemented in an offline fashion required less than
10 iterations, yielding the upper bounds provided in Table II.

We note that the proposed NN-SGF requires measurements
of the voltages, while the BO and NN-BO require measure-
ments of all the loads in the network; therefore, the actual time
required by BO and NN-BO is much larger in practice [36].

V. THEORETICAL ANALYSIS

In this section, we analyze the convergence and the ability
to generate feasible points of our proposed method (8). We
start with the following assumption, which imposes some mild
regularity assumptions on a neighborhood of a strict locally
optimal solution of the AC OPF.

Assumption 2 (Regularity of isolated solutions). Assume
that (3) is feasible and let u∗ be a local minimizer and an
isolated KKT point for (3), for given pl, ql. Assume that:
i) Strict complementarity slackness [38] and the linear inde-
pendence constraint qualification (LICQ) [39] hold at u∗.
ii) The maps u 7→ Cp(u), u 7→ Cv(|v(u;pl, ql)|), u 7→
|v(u;pl, ql)|, and u 7→ |i(u;pl, ql)| are twice continuously
differentiable over B(u∗, r1), and their Hessian matrices are
positive semi-definite at u∗.
iii) The Hessian ∇2Cp(u

∗) is positive definite. □

This assumption is supported by the results of [39] and
used in [24]. We also impose the following assumptions on
the approximation and training errors.

Assumption 3 (Jacobian errors). ∃ Ev < +∞, EJv < +∞
such that ∥|v(u; sl)| − (Γvu + v̄(sl))∥ ≤ Ev and ∥Γv −
Jv(u, sl)∥ ≤ EJv for any u ∈ B(u∗, r1). □
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Assumption 4 (Measurement errors). ∃ ϵn < +∞ such that
∥n∥ ≤ ϵn. Let ϵv < +∞ and ϵi < +∞ such that ∥nv∥ ≤ ϵv
and ∥ni∥ ≤ ϵi, respectively. □

Assumption 5 (Training errors). ∃ ENN < +∞ such that
∥FNN(u, ξ,θ)−Fln(u, ξ,θ∥ ≤ ENN for all (u, ξ,θ) ∈ Ctrain×
Etrain ×Θtrain. □

Since the line currents i can be computed from v via Ohm’s
Law, Assumption 3 implies that ∃ Ei < +∞, EJi < +∞ such
that ∥|i(u; sl)|− (Γiu+ ī(sl))∥ ≤ Ei and ∥Γi−Ji(u, sl)∥ ≤
EJi for any u ∈ B(u∗, r1). Assumptions 3-4 are motivated by
the fact that the error of the linear approximation is small in a
neighborhood of the optimizer [24], [27]), and that in realistic
monitoring and SCADA systems, the measurement of the volt-
age magnitudes are affected by a negligible error [36]. Lastly,
Assumption 5 follows from the approximation capabilities of
neural networks over compact sets [40], [41].

To proceed, denote as Ψv := Γv − Jv(u; sl) and Ψi :=
Γi − J i(u; sl) the errors in the computation of the Jacobian,
and define the sets Ev = {Ψv : ∥Ψv∥ ≤ EJv} and Ei = {Ψi :
∥Ψi∥ ≤ EJi}. Let En := {n : ∥n∥ ≤ ϵn}. Define the map
Fm(u,n,Ψv,Ψi) as

Fm(u,n,Ψv,Ψi) (15)

:= arg min
z∈R2G

∥z +∇Cp(u) + (Jv(u; sl) +Ψv)
⊤∇Cv(ν)∥2

s.t. − (Jv(u; sl) +Ψv)
⊤z ≤ −β (1V − (|v|+ nv))

(Jv(u; sl) +Ψv)
⊤z ≤ −β

(
(|v|+ nv)− V̄ 1

)
(J i(u; sl) +Ψi)

⊤z ≤ −β
(
(|i|+ ni)− Ī1

)
J ℓi(ui)

⊤z ≤ −βℓi(u), i ∈ G

which is a representation of Flm(u, ξ,θ) emphasizing the
dependence on the errors; note also that F (u, ξ,θ) =
Fm(u,0,0,0). With this notation, we assume the following.

Assumption 6 (Regularity). For any u ∈ B(u∗, r1), and any
Ψv , Ψi, and e satisfying Assumptions 3-4, the problem (15)
is feasible, and satisfies the Mangasarian-Fromovitz Constraint
Qualification and the constant-rank condition [35]. □

Next, we present the following intermediate result.

Lemma V.1 (Lipschitz continuity). Let Assumption 6 hold,
and assume that u 7→ Cp(u), ν 7→ Cv(ν) are twice
continuously differentiable over B(u∗, r1) and for any ν Then:
(i) For any n ∈ En, Ψv ∈ Ev , and Ψi ∈ Ei, u 7→
Fm(u,n,Ψv,Ψi) is locally Lipschitz at u, u ∈ B(u∗, r1).
(ii) For any u ∈ B(u∗, r1), Ψv ∈ Ev , and Ψi ∈ Ei, n 7→
Fm(u,n,Ψv,Ψi) is Lipschitz with constant ℓn ≥ 0 over En.
(iii) For any u ∈ B(u∗, r1), n ∈ En, Ψi ∈ Ei, Ψv 7→
Fm(u,n,Ψv,Ψi) is ℓJv -Lipschitz over Ev .
(iv) For any u ∈ B(u∗, r1), n ∈ En, Ψv ∈ Ev , Ψi 7→
Fm(u,n,Ψv,Ψi) is ℓJi -Lipschitz over Ei. □

Lemma V.1 follows from [35, Theorem 3.6], and by the
compactness of the sets En, Ev and Ei. To state the main
result, recall that u∗ is a local optimizer of (3). Define ξ∗ :=
H(u∗; sl), JF := ∂F (u,H(u;sl),θ)

∂u |u=u∗ , e1 := −λmax(JF ),
and e2 := −λmin(JF ). Then, from [23], we can write the
dynamics as F (u, H(u; sl),θ) = JF (u−u∗)+ g(u), where

g satisfies ∥g(u)∥ ≤ L∥u− u∗∥2, ∀u ∈ B(u∗, r2), for some
L > 0 and r2 > 0. Define r := min{r1, r2} and smin as:
smin = 0 if r ≥ e1

L , and smin = 1 − rL
e1

if r ≥ e1
L . We are

ready to state the main result.

Theorem V.2 (Stability and convergence). Consider the OPF
problem (3) satisfying Assumption 1. Let Assumptions 3–5
hold for the linear model and the training, and let Assump-
tion 6 hold for (11). Let u(t), t ≥ t0, be the unique trajectory
of (8). Let ϵ := ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN, and assume
that the set R :=

{
s : smin < s ≤ 1, e−3

1 e2LE < s− s2
}

is
not empty. Then, for any s ∈ R, it holds that

∥u(t)− u∗∥ ≤
√

e2
e1

e−e1ηs(t−t0)∥u(t0)− u∗∥+ e2ϵ

se21
, (16)

for any u(t0) such that ∥u(t0)− u∗∥ ≤
√

e1
e2
e1
L (1− s). △

From Theorem V.2, one can see that the asymptotic error
can be reduced by improving the approximation accuracy of
the neural network (i.e., reducing ϵNN) or by improving the
linear approximation (i.e., reducing EJv and EJi ). Practically,
the errors in the voltages and currents (i.e., ϵn) are negligible.
As a technical detail, the requirement that R is not empty
guarantees that u(t) never exits the region of attraction of u∗.

The following result characterizes the feasibility of u(t).

Proposition V.3 (Practical forward invariance). Let the con-
ditions in Theorem V.2 be satisfied, and let u(t), t ≥ t0, be
the unique trajectory of (8). Define the set Se := Se,v ∩ Se,i,

Se,v := {u ∈ C : V e ≤ |v(u; sl)| ≤ V e}
Se,i := {u ∈ C : |i(u; sl)| ≤ Ie}

where V e = V − ϵv − 2Ev − β−1∥Γv∥ϵNN, V e = V + ϵv +
2Ev+β−1∥Γv∥ϵNN, and Ie = I + ϵi+2Ei+ ∥Γi∥ϵNN. Then,
the neural network-based algorithm (8) renders a set Ss, with
S ⊆ Ss ⊆ Se, forward invariant. △

We note that Ss in Proposition V.3, is an inflation of the set
of feasible voltages and currents S specified in the AC OPF.
Hence the terminology “practical feasibility”. Indeed, when
these errors are small, the constraint violation is practically
negligible. We provide the following remarks:

i) When ϵv , ϵi, Ev , Ei, and ϵNN are available or are
estimated numerically, the constraints of the original AC
OPF (3) can be tightened so that (8) can render the
feasible set S forward invariant.

ii) If u(t0) ∈ Ss, then u(t) ∈ Ss for all t ≥ t0. This implies
that the solution offered by (8) is practically feasible for
both the online implementation in Figure 1(left) and when
the offline procedure in Figure 1(center) is terminated
before convergence.

iii) Since ∥Γv∥ and ∥Γi∥ are generally small (less than
0.0982 in our numerical experiments), the constraint
violation due to the neural network approximation is
practically negligible.

The proofs of all results are provided in the extended version
of this manuscript [42].
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VI. CONCLUSIONS

We have proposed a solution method for solving the AC
OPF where a neural network is used to approximate the
solution of a convex QP defining the safe gradient flow. Our
approach is shown to lead to both feedback-based online
implementations and offline solutions based on power flow
computations. Compared to existing methods that rely on
neural networks, our algorithm ensures that the DERs’ set-
points are practically feasible and it ensures convergence to a
neighborhood of a strict local optimizer of the AC OPF. These
guarantees are important for power systems optimization tasks,
as operating limits must be satisfied for a reliable and safe
power delivery.
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APPENDIX
A. Proof of Theorem V.2

Recall that ν := |v(u; sl)| + nv , i := |i(u; sl)| + ni,
ξ = (ν, ι); to streamline notation, we will use |v| and |i| to
denote the error-free measurements or computations of voltage
magnitudes currents magnitudes. Recall that F (u, ξ,θ) =
Fm(u,0,0,0). We express the NN-SGF controller as u̇ =
FNN(u, ξ,θ), where θ = (θu,1, . . . ,θu,G, V , V , I) contains
the constraint parameters of the AC OPF. Rewrite the NN-
SGF controller as:

u̇ = ηFNN(u, ξ,θ)

= η Fm(u,0,0,0)︸ ︷︷ ︸
nominal

+ η [Fm(u,n,Ψv,Ψi)− Fm(u,n,0,0)]︸ ︷︷ ︸
Jacobian error

+ η [Fm(u,n,0,0)− Fm(u,0,0,0)]︸ ︷︷ ︸
measurement error

+ η
[
FNN(u, ξ,θ)− Fln(u, ξ,θ)

]
︸ ︷︷ ︸

NN training error

where we stress that Fm(u,0,0,0) = F (u, (|v|, |i|),θ) is
the nominal controller (7).The NN-SGF controller is thus
interpreted as a perturbation of the nominal gradient flow
Fm(u,0,0,0), which is differentiable at the strict local min-
imizer u∗ (Assumption 2); its Jacobian is defined as

JF :=
∂Fm(u,0,0,0)

∂u

∣∣∣∣
u=u∗

,

and is negative definite. Let e1 := −λmax(JF ), e2 :=
−λmin(JF ), and define the matrix

P :=

∫ ∞

0

eJ
⊤
F ζeJF ζ dζ,

which satisfies the Lyapunov equation PJF + J⊤
FP = −I .

The matrix P satisfies the bounds:
1

2e2
∥u− u∗∥2 ≤ (u− u∗)⊤P (u− u∗) ≤ 1

2e1
∥u− u∗∥2.

Define the Lyapunov function

V1(u) := (u− u∗)⊤P (u− u∗).

We compute:

V̇1(u) = 2(u− u∗)⊤P u̇

= 2η(u− u∗)⊤P FNN(u, ξ,θ)

= 2η(u− u∗)⊤P Fm(u,0,0,0)

+ 2η(u− u∗)⊤P [Fm(u,n,Ψv,Ψi)− Fm(u,n,0,0)]

+ 2η(u− u∗)⊤P [Fm(u,n,0,0)− Fm(u,0,0,0)]

+ 2η(u− u∗)⊤P
[
FNN(u, ξ,θ)− Fln(u, ξ,θ)

]
.

Next, we analyze each term. As for the nominal controller, by
first-order Taylor expansion [23]:

Fm(u,0,0,0) = Fm(u
∗,0,0,0)

+
∂Fm(u,0,0,0)

∂u

∣∣∣∣
u=u∗

(u− u∗) + g(u).
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Additionally, one has that ∥g(u)∥ ≤ L∥u − u∗∥2, for some
L ≥ 0. Then, Fm(u,0,0,0) = JF (u− u∗) + ĝ(u).

The quadratic form evaluates as:

2η(u− u∗)⊤PFm(u,0,0,0)

= (u− u∗)⊤
(
PJF + J⊤

FP
)
(u− u∗) + 2η(u− u∗)⊤P ĝ(u).

Using the Lyapunov identity PJF + J⊤
FP = −I , the bound

∥P∥ ≤ 1
2e1

, and ∥g(u)∥ ≤ L∥u− u∗∥2, we conclude:

2η(u−u∗)⊤PFm(u,0,0,0) ≤ −η∥u−u∗∥2+ ηL

e1
∥u−u∗∥3.

We now focus on the term related to the error in the
Jacobian. Using the triangle inequality we get:

∥Fm(u,n,Ψv,Ψi)− Fm(u,n,0,0)∥
= ∥Fm(u,n,Ψv,Ψi)− Fm(u,n,0,Ψi)

+ Fm(u,n,0,Ψi)− Fm(u,n,0,0)∥
≤ ∥Fm(u,n,Ψv,Ψi)− Fm(u,n,0,Ψi)∥
+ ∥Fm(u,n,0,Ψi)− Fm(u,n,0,0)∥.

By Lemma V.1 and Assumption 3, there exist constants ℓJv ,
ℓJi such that:

∥Fm(u,n,Ψv,Ψi)− Fm(u,n,0,Ψi)∥ ≤ ℓJvEJv ,

∥Fm(u,n,0,Ψi)− Fm(u,n,0,0)∥ ≤ ℓJiEJi .

Hence,

∥Fm(u,n,Ψv,Ψi)− Fm(u,n,0,0)∥ ≤ ℓJvEJv + ℓJiEJi .

Using the fact that ∥P∥ ≤ 1
2e1

, one has that:

2η(u− u∗)⊤P (Fm(u,n,Ψv,Ψi)− Fm(u,n,0,0))

≤ 2η

2e1
∥Fm(u,n,Ψv,Ψi)− Fm(u,n,0,0)∥ · ∥u− u∗∥

=
η

e1
(ℓJvEJv + ℓJiEJi) · ∥u− u∗∥.

Next, by Lemma V.1 and Assumption 4, there exists ℓn such
that

∥Fm(u,n,0,0)− Fm(u,0,0,0)∥ ≤ ℓnϵn.

Then:

2η(u− u∗)⊤P (Fm(u,n,0,0)− Fm(u,0,0,0))

≤ η

e1
ℓnϵn∥u− u∗∥.

Finally, by Assumption 5, the approximation error satisfies∥∥∥FNN(u, ξ,θ)− Fln(u, ξ,θ)
∥∥∥ ≤ ϵNN.

Hence,

2η(u−u∗)⊤P
[
FNN(u, ξ,θ)− Fln(u, ξ,θ)

]
≤ η

e1
ϵNN∥u−u∗∥.

Putting all terms together, we get:

V̇1(u) ≤ −η∥u− u∗∥2 + ηL

e1
∥u− u∗∥3

+
η

e1

(
ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN

)
∥u− u∗∥.

We rewrite the inequality by factoring ∥u − u∗∥2 from the
first two terms:

V̇1(u) ≤ ∥u− u∗∥2
(
−η +

ηL

e1
∥u− u∗∥

)
+

η

e1

(
ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN

)
∥u− u∗∥.

This inequality holds if ∥u − u∗∥ ≤ e1
L (1 − s), for any s ∈

(smin, 1]. Then, the dominant terms yield:

V̇1(u) ≤ −ηs∥u− u∗∥2

+
η

e1

(
ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN

)
∥u− u∗∥.

Define V2(u) :=
√
V1(u). Then, using the chain rule,

V̇2(u) =
V̇1(u)

2V2(u)
.

Substituting the bound on V̇1(u) yields:

V̇2(u) ≤ −e1ηsV2(u)

+
η
√
2e2

2e1

(
ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN

)
.

Let b = e1ηs, and define

a =
η
√
2e2

2e1

(
ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN

)
.

Then the differential inequality becomes V̇2(u) ≤ −bV2(u)+
a, and by Grönwall’s inequality:

V2(t) ≤ V2(t0)e
−b(t−t0) +

a

b

(
1− e−b(t−t0)

)
.

Using the bounds ∥u(t)−u∗∥ ≤
√
2e2V2(t) and V2(t0) ≤

1√
2e1

∥u(t0)− u∗∥, we obtain:

∥u(t)− u∗∥ ≤
√

e2
e1

∥u(t0)− u∗∥e−b(t−t0)

+

√
2e2
b

· a
(
1− e−b(t−t0)

)
.

Define the aggregate error:

ϵ := ℓJvEJv + ℓJiEJi + ℓnϵn + ϵNN,

By substituting the definitions of a and b and simplifying, we
obtain:

√
2e2
b

· a =

√
2e2

e1ηs
· η

√
2e2

2e1
ϵ =

e2
e21s

ϵ.

then the final bound becomes:

∥u(t)− u∗∥ ≤
√

e2
e1

∥u(t0)− u∗∥e−e1ηs(t−t0)

+
e2
e21s

ϵ
(
1− e−e1ηs(t−t0)

)
.

Evaluating the limit as t → +∞ yields the desired local
exponential stability result. △
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B. Proof of Theorem V.3

The proof leverages Nagumo’s Theorem. Consider the SGF
controller Fln(u, ξ,θ) in (11); let v̂j := |Γv,ju + v̄j(sl)|
denote the linearized voltage magnitude at index j ∈ M,
and let the measurement noise nv satisfy ∥nv∥ ≤ ϵv , as in
Assumption 4. Then, for each j ∈ M:

−Γ⊤
v,jFln(u, ξ,θ) ≤ −β (V − |v̂j | − ϵv − Ev) ,

Γ⊤
v,jFln(u, ξ,θ) ≤ −β

(
|v̂j | − (V + ϵv + Ev)

)
,

where Ev bounds the voltage linearization error. Now consider
the NN-SGF:

FNN(u, ξ,θ) = Fln(u, ξ,θ) + ∆F, .

with ∥∆F∥ ≤ ϵNN. Next:

−Γ⊤
v,jF

NN(u, ξ,θ) = −Γ⊤
v,jFln(u, ξ,θ)− Γ⊤

v,j∆F

≤ −β(V − |v̂j | − ϵv − Ev) + ∥Γv,j∥ · ϵNN,

Γ⊤
v,jF

NN(u, ξ,θ) = Γ⊤
v,jFln(u, ξ,θ) + Γ⊤

v,j∆F

≤ −β(|v̂j | − V − ϵv − Ev) + ∥Γv,j∥ · ϵNN.

To ensure the vector field is inward-pointing at the boundary
of the voltage constraint set, we then require:

|v̂j | ∈
[
V − ϵv − Ev −

∥Γv,j∥ϵNN

β
, V + ϵv + Ev +

∥Γv,j∥ϵNN

β

]
.

A similar argument for the current constraints yields:

|̂ıj | := |Γi,ju+ ı̄j(sl)| ≤ I + ϵi + Ei +
∥Γi,j∥ϵNN

β
.

Define the inflated constraint bounds:

V e := V − ϵv − Ev −
∥Γv,j∥ϵNN

β
,

V e := V + ϵv + Ev +
∥Γv,j∥ϵNN

β
,

Ie := I + ϵi + Ei +
∥Γi,j∥ϵNN

β
.

We define the inflated feasible sets as:

Ss,v̂ :=
{
u ∈ C : V s ≤ |v̂(u; sl)| ≤ V s

}
,

Ss,̂ı :=
{
u ∈ C : |̂i(u; sl)| ≤ Is

}
,

Ss := Ss,v̂ ∩ Ss,̂ı.

Since the NN-SGF vector field is strictly inward-pointing,
Nagumo’s Theorem implies that Ss is forward invariant un-
der (8). To conclude the proof, we note that |v̂j |−Ev ≤ |vj | ≤
|v̂j |+ Ev and |̂ıj | ≤ |ıj |+ Ei, and thus Ss ⊆ Se.

△


