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Abstract

This paper provides a formulation of the particle flow particle filter from the perspective of
variational inference. We show that the transient density used to derive the particle flow
particle filter follows a time-scaled trajectory of the Fisher-Rao gradient flow in the space
of probability densities. The Fisher-Rao gradient flow is obtained as a continuous-time
algorithm for variational inference, minimizing the Kullback-Leibler divergence between a
variational density and the true posterior density. When considering a parametric family of
variational densities, the function space Fisher-Rao gradient flow simplifies to the natural
gradient flow of the variational density parameters. By adopting a Gaussian variational
density, we derive a Gaussian approximated Fisher-Rao particle flow and show that, un-
der linear Gaussian assumptions, it reduces to the Exact Daum and Huang particle flow.
Additionally, we introduce a Gaussian mixture approximated Fisher-Rao particle flow to
enhance the expressive power of our model through a multi-modal variational density. Sim-
ulations on low- and high-dimensional estimation problems illustrate our results.

Keywords: Variational Inference, Fisher-Rao Gradient Flow, Particle Flow Particle
Filter, Bayesian Inference, Nonlinear Filtering

1 Introduction

This work aims to unveil a relationship between variational inference (Jordan et al., 1999)
and particle flow particle filtering (Daum and Huang, 2007, 2009) by providing a variational
formulation of the particle flow particle filter. These techniques consider Bayesian inference
problems in which we start with a prior density function p(x), and given an observation z
and associated likelihood density function p(z|x), we aim to compute a posterior density
function p(x|z), following Bayes’ rule.

Variational inference (Jordan et al., 1999; Wainwright et al., 2008; Blei et al., 2017)
is a method for approximating complex posterior densities p(x|z) by optimizing a simpler
variational density q(x) to closely match the true posterior. The particle flow particle filter
(Daum and Huang, 2007, 2009; Daum et al., 2010) approximates the posterior density p(x|z)
using a set of discrete samples {xi}i called particles. The particles are initially sampled from
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the prior density p(x) and propagated according to a particle dynamics function satisfying
the Fokker-Planck equation (Jazwinski, 2007).

Uncovering a variational formulation of the particle flow particle filter offers several
advantages. It provides an expression for the approximate density after particle propagation,
thereby enhancing the expressive capability of the particle flow particle filter. It offers an
alternative to linearizaiton for handling nonlinear observation models. Additionally, by
using a mixture density as the variational density q(x), the variational formulation can
capture multimodal posterior densities, making it well-suited for inference tasks that need
to capture the likelihood of several possible outcomes.

Traditional approaches to Bayesian inference include the celebrated Kalman filter (Kalman,
1960), which makes linear Gaussian assumptions, and its extensions to nonlinear observa-
tion models — the extended Kalman filter (EKF) (Anderson and Moore, 2005), which lin-
earizes the observation model, and the unscented Kalman filter (UKF) (Julier et al., 1995),
which propagates a set of discrete samples from the prior, called sigma points, through
the nonlinear observation model. While the EKF and UKF consider nonlinear observation
models, they use a single Gaussian to approximate the posterior and, hence, cannot capture
multimodal behavior. To handle multimodal posteriors, the Gaussian sum filter (Alspach
and Sorenson, 1972) approximates the posterior density using a weighted sum of Gaus-
sian components. Alternatively, particle filters, or sequential Monte Carlo methods, have
been proposed, in which the posterior is approximated by a set of particles. The bootstrap
particle filter (Gordon et al., 1993) is a classical example, which draws particles from a
proposal distribution, commonly chosen to be the prior, and updates their weights using
the observation likelihood. Particle filters can suffer from particle degeneracy, particularly
when the state dimension is high or the measurements are highly informative (Bickel et al.,
2008). To alleviate particle degeneracy, the Hamiltonian Monte Carlo (HMC) method (Neal,
2011; Betancourt and Girolami, 2015) generates the particles by simulating a hypothetical
Hamiltonian system, which leverages the first-order gradient information of the posterior.
However, as pointed out in Alenlöv et al. (2021), the HMC method can get stuck in local
modes if there is multi-modality in the posterior density. Another method that actively
migrates the particles while keeping particle weights unchanged is the particle flow particle
filter (Daum and Huang, 2007, 2009; Daum et al., 2010). Unlike the HMC method, the
particles are migrated according to the particle dynamics function satisfying the Fokker-
Planck equation (Jazwinski, 2007). To further improve the performance of the particle flow
particle filter, the invertible particle flow (Li and Coates, 2017) uses the particle ensemble
after the flow as samples from a proposal distribution and updates weights based on the
unnormalized posterior and the proposal distribution. However, the particle flow particle
filter’s reliance on a Gaussian prior density limits its effectiveness for multimodal densities.
To address this, Gaussian mixture models have been incorporated into particle flow particle
filter variants (Pal and Coates, 2017, 2018; Li et al., 2019; Zhang and Meyer, 2024).

Variational inference formulates the Bayesian inference problem as an optimization prob-
lem, whose solution minimizes the Kullback–Leibler divergence between the variational den-
sity and the posterior. The optimization problem can be solved with a closed-form coordi-
nate descent algorithm only when the likelihood function is suitably structured (Wainwright
et al., 2008). For more complex models, computing the necessary gradients can become in-
tractable and, to overcome this challenge, Hoffman et al. (2013); Ranganath et al. (2014)
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employ stochastic gradients obtained by automatic differentiation. To further improve the
efficiency of variational inference, the natural gradient method has been applied (Hoffman
et al., 2013; Lin et al., 2019a; Martens, 2020; Huang et al., 2022; Khan and Rue, 2023).
Moreover, the optimization problem can be defined over the space of probability densities,
i.e., the optimization variables belong to an infinite-dimensional manifold. This includes
the Wasserstein gradient flow (Jordan et al., 1998; Ambrogioni et al., 2018; Lambert et al.,
2022), which models the gradient dynamics on the space of probability densities with respect
to the Wasserstein metric. As an alternative to parametric variational inference methods,
particle-based variational inference methods represent the approximating distribution using
a set of particles. This includes the Stein variational gradient descent (Liu and Wang, 2016)
and diffusion-based variational inference (??). Our work here is based upon a particular
instance of the variational inference method, namely Gaussian variational inference, where
the variational density is restricted to Gaussian or Gaussian mixture densities (Barber and
Bishop, 1997; Seeger, 1999; Opper and Archambeau, 2009; Lin et al., 2019a).

The main contribution of this paper is the development of a variational formulation for
the particle flow particle filter by identifying the transient density used in its derivation as
a time-scaled trajectory of the Fisher-Rao gradient flow minimizing the Kullback-Leibler
divergence. This variational approach removes the Gaussian assumptions on the prior and
the likelihood, allowing for flexibility to approach estimation problems with any prior-
likelihood pair. Utilizing this flexibility, we propose an approximated Gaussian mixture
particle flow particle filter to capture the multi-modal behavior of the posterior. Finally,
we explore several important identities related to the particle flow particle filter, leading to
an inverse- and derivative-free formulation of the Fisher-Rao particle flows.

The paper is organized as follows. In Section 2, we provide the necessary background on
the particle flow particle filter and variational inference. Section 3 presents our first main
result, identifying the transient density used to derive the particle flow particle filter as a
time-scaled trajectory of the Fisher-Rao gradient flow. Building on this, Section 4 intro-
duces a Gaussian Fisher-Rao particle flow, where the variational density is constrained to
a single Gaussian distribution, and demonstrates that, under linear Gaussian assumptions,
the Gaussian Fisher-Rao particle flow reduces to the Exact Daum and Huang flow (Daum
et al., 2010). Section 5, then, proposes the approximated Gaussian mixture Fisher-Rao
particle flow by restricting the variational density to a Gaussian mixture density. Section 6
develops an inverse- and derivative-free formulation of the proposed particle flows and shows
that they preserve Gauss-Hermite particles and the Mahalanobis distance. Finally, Section 7
provides simulations on low- and high-dimensional examples to illustrate our results.

Notation

We let R denote the real numbers. We use boldface letters to denote vectors and capital
letters to denote matrices. We denote the probability density function (PDF) of a Gaussian
random vector with mean µ and covariance Σ by pN ( · ;µ,Σ). We use the notation f ∈ C∞

to indicate that x 7→ f(x) is a smooth (infinitely differentiable) function. We use ∇xf(x)
to denote the gradient of f(x) and ∇x · f(x) to denote the divergence of f(x). For a
random variable y with PDF p(y), we use Ep(y)[f(y)] to denote the expectation of f(y).
We follow the numerator layout when calculating derivatives. For example, for a function
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f : Rn → Rm, we have ∂f(x)
∂x ∈ Rm×n and ∂f(x)

∂x⊤ ∈ Rn×m. Note that ∇xf(x) =
∂f(x)
∂x⊤ . For a

matrix A ∈ Rn×n, we use tr(A) to denote its trace and |A| to denote its determinant. We
let Ik(ω) denote the indicator function, which is 1 when ω = k and 0 otherwise.

2 Background

We consider a Bayesian estimation problem where x ∈ Rn is a random variable with a prior
PDF p(x). Given a measurement z ∈ Rm with a known measurement likelihood p(z|x), the
posterior PDF of x conditioned on z is determined by Bayes’ theorem (Bayes, 1763):

p(x|z) = p(z|x)p(x)
p(z)

, (1)

where p(z) is the marginal measurement PDF computed as p(z) =
∫
p(z|x)p(x) dx. Calcu-

lating the posterior PDF in (1) is often intractable since the marginal measurement PDF
p(z) cannot typically be computed in closed form, except when the prior p(x) and the
likelihood p(z|x) are a conjugate pair. To calculate the posterior of non-conjugate prior
and likelihood, approximation methods are needed. This problem can be approached using
two classes of methods, which we review next: particle-based methods (Ducet et al., 2009),
where the posterior is approximated using a set of weighted particles, and variational infer-
ence methods (Blei et al., 2017), where the posterior is approximated using a parametric
variational PDF.

2.1 Particle-Based Inference

We review two particle-based inference methods: discrete-time and continuous-time particle
filters. The major difference between these methods, as their name suggests, is the type of
time evolution of their update step. A concrete example of a discrete-time particle filter
method is the bootstrap particle filter (Gordon et al., 1993), which employs a single-step
update on the particle weights once a measurement is received. On the other hand, the
particle flow particle filter (Daum and Huang, 2007) updates the particle location following
an ordinary differential equation upon receiving a measurement.

2.1.1 Discrete-Time Formulation: Particle Filter

We review the bootstrap particle filter as an example of a discrete-time particle-based
inference method but note that other methods exist (Särkkä and Svensson, 2023). The
bootstrap particle filter is a classical particle-based inference method that approximates
the Bayes’ posterior (1) using a set of weighted particles, where we draw N independent
identically distributed particles {xi}Ni=1 from the prior xi ∼ p(x). The particle weights are
determined by the following equation:

wi =
p(z|xi)p(xi)∑N
j=1 p(z|xj)p(xj)

.
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The empirical mean and covariance of the posterior can be calculated using the weighted
particles:

µ̃ =
N∑
i=1

wixi, Σ̃ =
N∑
i=1

wi(xi − µ̃)(xi − µ̃)⊤.

One would immediately notice that since the particles are sampled from the prior and their
positions remain unchanged, if the high-probability region of the posterior differs signifi-
cantly from the prior, then the particle set may either poorly represent the posterior or result
in most particles having negligible weights. This challenge is known as particle degeneracy
(Bickel et al., 2008). The issue of particle degeneracy arises from a significant mismatch
between the density from which the particles are drawn and the Bayes’ posterior. To al-
leviate this issue, particles should be sampled from a distribution that more closely aligns
with the posterior. This leads to the sequential importance sampling particle filter (Kita-
gawa, 1996), where particles are sampled from a proposal density. However, constructing
an effective proposal density that accurately aligns with the posterior is a challenging task.
An alternative is to move particles sampled from the prior to regions with high likelihood,
which leads to the particle flow particle filter method, explained next.

2.1.2 Continuous-Time Formulation: Particle Flow Particle Filter

We review the particle flow particle filter (PFPF) proposed in Daum and Huang (2007,
2009); Daum et al. (2010) as an example of a continuous-time particle-based inference
method. This method seeks to avoid the particle degeneracy faced by the bootstrap particle
filter. The particles are moved based on a deterministic or stochastic differential equation,
while the particle weights stay unchanged. We follow the exposition in Crouse and Lewis
(2019), where the interested reader can find a detailed derivation. Before introducing the
PFPF, it is important to understand the Liouville equation (Wibisono et al., 2017), as it
provides the necessary background for its derivation. Consider a random process xt ∈ Rn

that satisfies a drift-diffusion stochastic ordinary differential equation:

dxt = ϕ(xt, t) dt+B(xt, t) dwt,

where ϕ(xt, t) ∈ Rn is a drift function, B(xt, t) ∈ Rn×m is a diffusion matrix function and wt

is standard Brownian motion. The PDF p(x, t) of xt evolves according to the Fokker–Planck
equation (Jazwinski, 2007):

∂p(x; t)

∂t
= −∇x ·

(
p(x; t)ϕ(x, t)

)
+

1

2
∇x ·

(
∇x ·

(
B(x, t)B(x, t)⊤p(x; t)

))
.

In this work, we only consider the case when the diffusion term B is zero. In such a case,
the random process is described by the following ordinary differential equation:

dxt

dt
= ϕ(xt, t), (2)

where we term ϕ(xt, t) the particle dynamics function. The Fokker-Planck equation then
reduces to the Liouville equation (Wibisono et al., 2017):

∂p(x; t)

∂t
= −∇x ·

(
p(x; t)ϕ(x, t)

)
.(3)
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In other words, for a particle evolving according to (2) with initialization x0 sampled from
PDF p0(x), at a later time t, the particle is distributed according to the PDF p(x; t), which
satisfies (3) with p(x; t = 0) = p0(x). Conversely, if the time evolution of a PDF p(x; t)
is specified, the corresponding particle dynamics can be determined by finding a particle
dynamics function ϕ(x, t) that satisfies (3). This observation facilitates the development
of an alternative approach to particle filtering, where particles are actively moved towards
regions of higher probability.

To derive the PFPF, we first take the natural logarithm of both sides of Bayes’ theo-
rem (1):

log(p(x|z)) = log(p(z|x)) + log((p(x))− log(p(z)).

Our objective is to find a particle dynamics function ϕ(x, t) such that, if a particle is
sampled from the prior and evolves according to (2), then it will be distributed according
to the Bayes’ posterior at a certain later time. Building on the discussion above, finding
this particle dynamics function requires specifying a transformation from the prior to the
posterior. To specify the transformation, we introduce a pseudo-time parameter 0 ≤ λ ≤ 1
and define a log-homotopy of the form:

log(p(x|z;λ)) = λ log(p(z|x)) + log(p(x))− log(p(z;λ)),

where the marginal measurement density p(z;λ) has been parameterized by the pseudo-time
λ so that p(x|z;λ) is a valid PDF for all values of λ. This defines the following transient
density describing the PFPF process:

p(x|z;λ) = p(z|x)λp(x)
p(z;λ)

, p(z;λ) =

∫
p(z|x)λp(x) dx.(4)

The transient density (4) defines a smooth and continuous transformation from the prior
p(x|z; 0) = p(x) to the posterior p(x|z; 1) = p(x|z). Based on our discussion above, in order
to obtain a particle flow describing the evolution of the transient density from the prior to
the posterior, we need to find a particle dynamics function ϕ(x, λ) such that the following
equation holds:

∂p(x|z;λ)
∂λ

= −∇x ·
(
p(x|z;λ)ϕ(x, λ)

)
, (5)

where p(x|z;λ) is the transient density given in (4).

Assumption 1 (Linear Gaussian Assumptions) The prior PDF is Gaussian, given by
p(x) = pN (x; x̂, P ) with mean x̂ ∈ Rn and covariance P ∈ Rn×n, and the likelihood is also
Gaussian, given by p(z|x) = pN (z;Hx, R) with mean Hx ∈ Rm and covariance R ∈ Rm×m.

Finding a particle dynamics function ϕ(x, λ) satisfying (5) for a general transient density
is challenging. This is why we consider Assumption 1. Under linear Gaussian assumptions,
the transient density is Gaussian with PDF given by p(x|z;λ) = pN (x;µλ,Σλ), where

µλ = Σλ(P
−1x̂+ λH⊤R−1z), Σλ = P − λPH⊤(R+ λHPH⊤)−1HP.(6)

Daum et al. (2010) provide a closed-form expression for the particle dynamics function
ϕ(x, λ) satisfying (3):

ϕ(x, λ) = Aλx+ bλ, (7)
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with

Aλ = −1

2
PH⊤(R+ λHPH⊤)−1H, bλ = (I + 2λAλ)(Aλx̂+ (I + λAλ)PH

⊤R−1z).

Within the particle flow literature, the solution above is termed the Exact Daum and
Huang (EDH) flow. A detailed derivation of the EDH flow is missing in Daum et al. (2010).
In subsequent works, the separation of variables method has been widely adopted to derive
the EDH flow (Crouse and Lewis, 2019; Ward and DeMars, 2022; Zhang and Meyer, 2024),
where the pseudo-time rate of change of the marginal density p(z;λ) is ignored due to
its independence of x, indicating the EDH flow satisfies (3) up to some constant. For
completeness, we show in the following result that the EDH flow satisfies (3) exactly.

Lemma 1 (EDH Flow is Exact) Consider the transient density p(x|z;λ) given by (4)
with p(x) = pN (x; x̂, P ) and p(z|x) = pN (z;Hx, R). Then, the particle dynamics function
ϕ(x, λ) given by the EDH flow (7) satisfies (5).

Proof Expanding both sides of equation (5) leads to:

∂p(x|z;λ)
∂λ

= p(x|z;λ)
(
log(p(z|x))− ∂ log(p(z;λ))

∂λ

)
,

−∇x · (p(x|z;λ)(Aλx+ bλ)) = −p(x|z;λ) tr(Aλ)−
∂p(x|z;λ)

∂x
(Aλx+ bλ) .

Since p(x|z;λ) is a Gaussian density, we have:

∂p(x|z;λ)
∂x

= −p(x|z;λ)
(
(x− µλ)

⊤Σ−1
λ

)
.

As a result, we only need to show that the following equality holds:

log(p(z|x))− ∂ log(p(z;λ))

∂λ
= (x− µλ)

⊤Σ−1
λ (Aλx+ bλ)− tr(Aλ).

Expanding both sides and re-arranging leads to

∂ log(p(z;λ))

∂λ
+

1

2
log (∥2πR∥) + 1

2
z⊤R−1z = tr(Aλ) + λb⊤

λH
⊤R−1z+ b⊤

λ P
−1x̂.

Expanding the bλ term and re-arranging, we have:

λb⊤
λH

⊤R−1z+ b⊤
λ P

−1x̂ = −1

2
µ⊤
λH

⊤R−1Hµλ + µ⊤
λH

⊤R−1z.

The term tr(Aλ) has the following expression:

tr(Aλ) = −1

2
Ep(x|z;λ)

[
x⊤H⊤R−1Hx

]
+

1

2
µ⊤
λH

⊤R−1Hµλ.

By the definition of log(p(z;λ)), we have

∂ log(p(z;λ))

∂λ
+

1

2
log (|2πR|) + 1

2
z⊤R−1z = µ⊤

λH
⊤R−1z− 1

2
Ep(x|z;λ)

[
x⊤H⊤R−1Hx

]
.

Finally, the result is obtained by combining the equations above with the transient param-
eters µλ and Σλ given in (6).

7



2.2 Variational Inference

Variational inference (VI) methods approximate the posterior in (1) using a PDF q(x)
with an explicit expression (Bishop, 2006, Ch. 10), termed variational density. To perform
the approximation, VI minimizes the Kullback-Leibler (KL) divergence between the true
posterior p(x|z) and the variational density q(x):

DKL (q(x)∥p(x|z)) =
∫
q(x) log

q(x)

p(x|z)
dx.

Formally, given the statistical manifold P of probability measures with smooth positive
densities,

P =
{
p(x) ∈ C∞ :

∫
p(x) dx = 1, p(x) > 0

}
, (8)

we seek a variational density q(x) ∈ P that solves the optimization problem:

min
q(x)∈P

DKL(q(x)∥p(x|z)).(9)

If p(x|z) ∈ P, then the optimal variational density q∗(x) is given by q∗(x) = p(x|z). Con-
versely, if p(x|z) /∈ P, the optimal variational density q∗(x) satisfies DKL(q

∗(x)∥p(x|z)) ≤
DKL(q(x)∥p(x|z)), for all q(x) ∈ P.

Optimizing directly over P is challenging due to its infinite-dimensional nature. VI
methods usually select a parametric family of variational densities q(x;θ), with parameters
θ from an admissible parameter set Θ. Popular choices of variational densities include
multivariate Gaussian (Opper and Archambeau, 2009) and Gaussian mixture (Lin et al.,
2019a). This makes the optimization problem in (9) finite dimensional:

min
θ∈Θ

DKL(q(x;θ)∥p(x|z)).(10)

We distinguish between discrete-time and continuous-time VI techniques. Discrete-time VI
performs gradient descent on DKL to update (the parameters of) the variational density,
while continuous-time VI uses gradient flow.

2.2.1 Discrete-Time Formulation: Gradient Descent and Mean Field

A common approach to optimize the parameters in (10) is to use gradient descent:

θt+1 = θt − βt
∂DKL (q(x;θ)∥p(x|z))

∂θ⊤

∣∣∣∣
θ=θt

= θt − βtEq(x;θ)

[
∂ log(q(x;θ))

∂θ⊤

(
log

(
q(x;θ)

p(x|z)

)
+ 1

)] ∣∣∣∣
θ=θt

,

(11)

where βt > 0 is the step size. Starting with initial parameters θ0, gradient descent up-
dates θt in the direction of the negative gradient of the KL divergence. However, for a
non-conjugate prior and likelihood pair, the KL gradient is challenging to obtain due to
the expectation in (11). Stochastic gradient methods (Hoffman et al., 2013; Ranganath
et al., 2014) have been proposed to overcome this challenge. Stochastic gradient methods
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use samples to approximate the expectation over q(x;θ) in (11). The KL divergence is
convex with respect to the variational density q(x;θ) but it is not necessarily convex with
respect to the density parameters θ. As a result, local convergence is to be expected. The
convergence analysis of the general gradient descent method is available in Curry (1944).

When the dimension of x is high, using a fully parameterized variational density is
computationally challenging. As an alternative to the parametric approach, we can use a
mean-field variational density, where the elements in x are mutually independent and each
is governed by a component of the mean-field variational density. Formally,

q(x;θ) =
n∏

j=1

qj(xj ;θj),

where xj denotes the jth component of x and θ = [θ⊤
1 ,θ

⊤
2 , ...,θ

⊤
n ]. Due to the mutual

independence of the variational density components, we can write the KL divergence as
follows (Blei et al., 2017):

DKL (q(x;θ)∥p(x|z)) =
∫
q(x;θ) log(q(x;θ)) dx+ log(p(z))

−
∫
qj(xj ;θj)

∫
q−j(x−j ;θ−j) log(p(xj ,x−j , z)) dx−j dxj ,

where x−j ∈ Rn−1 represents the part of x remaining after removing the jth component,
and q−j(x−j ;θ−j) =

∏
l ̸=j ql(xl;θl) denotes the corresponding variational density of x−j .

By consolidating terms that do not depend on the jth component of the variational density
into a constant, we obtain:

DKL (q(x;θ)∥p(x|z)) ∝ DKL

(
qj(xj ;θj)∥ exp

(∫
q−j(x−j ;θ−j) log(p(xj ,x−j , z)) dx−j

))
=

∫
qj(xj ;θj) log(qj(xj ;θj)) dxj −

∫
qj(xj ;θj)

∫
q−j(x−j ;θ−j) log(p(xj ,x−j , z)) dx−j dxj .

As a result, the optimal jth component of the mean-field variational density minimizing the
KL divergence satisfies the following condition:

qj(xj ;θj) ∝ exp
(∫

q−j(x−j ;θ−j) log(p(xj ,x−j , z)) dx−j

)
.(12)

The coordinate ascent variation inference (CAVI) algorithm (Bishop, 2006) updates each
component of the mean-field variation density using (12), which is a common approach
to the mean-field variational inference. The work of Blei et al. (2017) provides a concise
introduction with illustrative examples of such methods.

2.2.2 Continuous-Time Formulation: Fischer-Rao Gradient Flow

Next, we describe an alternative method for solving the optimization problem (9) formulated
by the VI method. Following the exposition in Chen et al. (2023a), we consider a specific
geometry over the space of probability densities and present a continuous-time gradient flow
approach as an alternative to the usual discrete-time gradient descent method. At a point
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q ∈ P, consider the associated tangent space TqP of the probability space P in (8). Note
that

TqP ⊆
{
σ ∈ C∞ :

∫
σ(x) dx = 0

}
.

The cotangent space T ∗
q P is the dual of TqP. We can introduce a bilinear map ⟨·, ·⟩ as

the duality pairing T ∗
q P × TqP → R. For any ψ ∈ T ∗

q P and σ ∈ TqP, the duality pairing
between T ∗

q P and TqP can be identified in terms of L2 integration as ⟨ψ, σ⟩ =
∫
ψσ dx.

The most important element in T ∗
q P we consider is the first variation of the KL divergence

δDKL(q||p)
δq , 〈

δDKL(q||p)
δq

, σ

〉
= lim

ϵ→0

DKL(q + ϵσ||p)−DKL(q||p)
ϵ

, (13)

for σ ∈ TqP. Given a metric tensor at q, denoted by M(q) : TqP → T ∗
q P, we can express

the Riemannian metric gq : TqP × TqP → R as gq(σ1, σ2) = ⟨M(q)σ1, σ2⟩. Consider the
Fisher-Rao Riemannian metric (Amari, 2016):

gFRq (σ1, σ2) =

∫
σ1(x)σ2(x)

q(x)
dx, for σ1, σ2 ∈ TqP.(14)

The choice of elements in T ∗
q P is not unique under L2 integration, since ⟨ψ, σ⟩ = ⟨ψ+ c, σ⟩

for all ψ ∈ T ∗
q P, σ ∈ TqP and any constant c. However, a unique representation can be

obtained by requiring
∫
qψ dx = 0, and in that case, the metric tensor associated with the

Fisher-Rao Riemannian metric gFRq is the Fisher-Rao metric tensor MFR(q), which satisfies
the following equation (Chen et al., 2023b):

MFR(q)−1ψ = qψ ∈ TqP, ∀ψ ∈ T ∗
q P.(15)

The gradient of the KL divergence under the Fisher-Rao Riemannian metric, denoted by
∇FR

q DKL, is defined according to the following condition:

gFRq
(
∇FR

q DKL, σ
)
=

〈
δDKL(q||p)

δq
, σ

〉
, ∀σ ∈ TqP.

Proposition 2 (Gradient of KL Divergence) The Fisher-Rao Riemannian gradient of
the KL divergence DKL(q(x)∥p(x|z)) is given by

∇FR
q DKL(q(x)∥p(x|z)) = q(x)

(
log

(
q(x)

p(x|z)

)
− Eq(x)

[
log

(
q(x)

p(x|z)

)])
, (16)

where p(x|z) is the Bayes’ posterior given by (1).

Proof The Fréchet derivative of the KL divergence DKL(q(x)∥p(x|z)) is given by

lim
ϵ→0

DKL(q(x) + ϵσ(x)||p(x|z))−DKL(q(x)||p(x|z))
ϵ

=

∫
σ(x)

(
1 + log

(
q(x)

p(x|z)

))
dx.

Substituting this expression in (13) and using that
∫
σ(x) dx = 0 (since σ ∈ TqP), we have∫

δDKL(q(x)∥p(x|z))
δq(x)

σ(x) dx =

∫
σ(x) log

(
q(x)

p(x|z)

)
dx.

10



However, the first variation of the KL divergence is not uniquely determined because∫
σ(x)

(
log

(
q(x)

p(x|z)

)
+ c

)
dx =

∫
σ(x) log

(
q(x)

p(x|z)

)
dx, ∀c ∈ R.

Based on our discussion above, the first variation of the KL divergence can be uniquely
identified by further requiring that∫

q(x)

(
log

(
q(x)

p(x|z)

)
+ c

)
dx = 0,

which leads to the selection c = −Eq(x)

[
log

(
q(x)
p(x|z)

)]
. Therefore, the first variation of the

KL divergence is given by

δDKL(q(x)∥p(x|z))
δq(x)

= log

(
q(x)

p(x|z)

)
− Eq(x)

[
log

(
q(x)

p(x|z)

)]
.(17)

Using (15), the Fisher-Rao gradient of the KL divergence DKL(q(x)∥p(x|z)) is then given
by

∇FR
q DKL(q(x)∥p(x|z)) = q(x)

δDKL(q(x)∥p(x|z))
δq(x)

.

Substituting (17) into the equation above, we get the desired result.

The Fisher-Rao gradient flow in the space of probability measures P takes the following
form:

∂q(x; t)

∂t
= −∇FR

q DKL(q(x; t)∥p(x|z)).(18)

Further, we consider the case where the variational density is parameterized by θ, and
denote the space of θ-parameterized positive probability densities as:

Pθ = {p(x;θ) ∈ P : θ ∈ Θ ⊆ Rl} ⊂ P

The basis of Tp(x;θ)Pθ is given by{
∂p(x;θ)

∂θ1
,
∂p(x;θ)

∂θ2
, . . . ,

∂p(x;θ)

∂θl

}
,

where θi denotes the ith element of θ. As a result, the Fisher-Rao metric tensor MFR(θ) :
Θ → Rl×l under parametrization θ is given as follows (Nielsen, 2020):

MFR(θ) := Ep(x;θ)

[
∂ log(p(x;θ))

∂θ⊤
∂ log(p(x;θ))

∂θ

]
, (19)

which is identical to the Fisher Information Matrix (FIM), denoted I(θ) = MFR(θ). Re-
stricting the variational density to the space of θ-parameterized densities, we consider the
finite-dimensional constrained optimization problem (10). Given the metric tensor (19), the
Fisher-Rao parameter flow is given by

dθt

dt
= −I−1(θt)∇θtDKL(q(x;θt)∥p(x|z)).(20)

Notice that the functional space Fisher-Rao gradient flow (18) and the parameter space
Fisher-Rao parameter flow (20) can be interpreted as the Riemannian gradient flow induced
by the Fisher-Rao Riemannian metric (14).

11



3 Transient Density as a Solution to Fisher-Rao Gradient Flow

We aim to identify a VI formulation that yields the transient density (4) as its solution, thus
establishing a connection between the transient density (4) in the particle flow formulation
and the Fisher-Rao gradient flow (18) in the VI formulation. In order to do this, we must
address the following challenges.

Time parameterizations: As shown in Sec. 2.1.2, the particle flow particle filter is de-
rived using a particular parameterization of Bayes’ rule, which introduces a pseudo-
time parameter λ. However, the Fisher-Rao gradient flow (18) derived in Sec. 2.2.2
does not possess such a pseudo-time parameter. In fact, we have that the transient
density trajectory satisfies p(x|z;λ) → p(x|z) as λ → 1, while the variational density
trajectory defined by the Fisher-Rao gradient flow satisfies q(x; t) → p(x|z) as t→ ∞.

Initialization: Another key difference is that the transient density trajectory p(x|z;λ)
defines a transformation from the prior to the Bayes’ posterior, while the variational
density trajectory defines a transformation from any density to the Bayes’ posterior.

As our result below shows, we can obtain the transient density as a solution to the Fisher-
Rao gradient flow by initializing the variational density with the prior and introducing a time
scaling function. The time scaling ensures that the time rate of change of the variational
density matches the pseudo-time rate of change of the transient density, which is then used
to derive the particle dynamics function governing the EDH flow.

Theorem 3 (Transient Density as a Solution to Fisher-Rao Gradient Flow) The
transient density (4) with pseudo-time scaling function λ(t) = 1− exp(−t) is a solution to
the Fisher-Rao gradient flow (18) of the KL divergence with q(x; 0) = p(x).

Proof We have to verify that q∗(x;λ(t)) = p(z|x)λ(t)p(x)/p(z;λ(t)) satisfies

∂q∗(x;λ(t))

∂t
= −∇FR

q∗ DKL(q
∗(x;λ(t))∥p(x|z)).(21)

The derivative of q∗(x;λ(t)) with respect to time t in the left-hand side above can be written
as:

∂q∗(x;λ(t))

∂t
= (1− λ(t))q∗(x;λ(t))

(
log (p(z|x))− 1

p(z;λ(t))

∂p(z;λ(t))

∂λ(t)

)
.(22)

By the definition of p(z;λ(t)) in (4), we have:

∂p(z;λ(t))

∂λ(t)
=

∫
p(z|x)λ(t)p(x) log (p(z|x)) dx.

As a result, it holds that

1

p(z;λ(t))

∂p(z;λ(t))

∂λ(t)
=

∫
p(z|x)λ(t)p(x)
p(z;λ(t))

log (p(z|x)) dx = Eq∗(x;λ(t)) [log(p(z|x))] .

12



Substituting into (22), we obtain

∂q∗(x;λ(t))

∂t
= (1− λ(t))q∗(x;λ(t))

(
log (p(z|x))− Eq∗(x;λ(t)) [log(p(z|x))]

)
.

On the other hand, regarding the right-hand side of (21), using the definition of q∗(x;λ(t))
and (1), we obtain

log

(
q∗(x;λ(t))

p(x|z)

)
= (λ(t)− 1) log(p(z|x)) + log

(
p(z)

p(z;λ(t))

)
.

Substituting this expression into (16), the negative Fisher-Rao gradient of the KL divergence
can be expressed as

−∇FR
q∗ DKL(q

∗(x;λ(t))∥p(x|z)) = (1−λ(t))q∗(x;λ(t))
(
log(p(z|x))− Eq∗(x;λ(t)) [log(p(z|x))]

)
,

which matches the expression for ∂q∗(x;λ(t))
∂t .

Theorem 3 shows that a Fisher-Rao particle flow can be derived by finding a particle
dynamics function ϕ such that the following equation holds:

∇x · (q(x; t)ϕ(x, t)) = ∇FR
q DKL(q(x; t)∥p(x|z)),

with the initial variational density set to the prior q(x; 0) = p(x). Obtaining a closed-form
expression for this particle dynamics function is challenging in general. To alleviate this, we
can restrict the variational density to have a specific parametric form. In the next section,
we restrict the variational density to a single Gaussian and show that, under linear Gaussian
assumptions, the corresponding particle dynamics function is a time-scaled version of the
particle dynamics function governing the EDH flow.

4 Gaussian Fisher-Rao Flows

This section focuses on the case where the variational density is selected as Gaussian and
establishes a connection between the Gaussian Fisher-Rao gradient flow and the particle
dynamics in the particle flow. Since Gaussian densities can be specified by mean µ and
covariance Σ parameters, instead of working in the space of Gaussian densities, we work in
the space of parameters:

A :=
{(

µ, vec(Σ−1)
)
: µ ∈ Rn,Σ−1 ∈ Rn×n,Σ ≻ 0

}
,

where vec(·) is the vectorization operator that converts a matrix to a vector by stacking its
columns. This parametrization results in the same update for the inverse covariance matrix
as the half-vectorization parametrization, which accounts for the symmetry of the inverse
covariance matrix (Barfoot, 2020). For α ∈ A, the inverse FIM (19) evaluates to:

I−1(α) =

[
Σ 0
0 2

(
Σ−1 ⊗ Σ−1

)] , (23)
13



where ⊗ denotes the Kronecker product. To simplify the notation, define:

V (x;α) = log(q(x;α))− log(p(x, z)), (24)

where q(x;α) is the variational density and p(x, z) = p(z|x)p(x) is the joint density. The
derivative of the KL divergence with respect to the Gaussian parameters is given by (Opper
and Archambeau, 2009):

∂DKL(q(x;α)∥p(x|z))
∂µ⊤ = Eq(x;α)

[
∂V (x;α)

∂x⊤

]
,

∂DKL(q(x;α)∥p(x|z))
∂Σ−1

= −1

2
ΣEq(x;α)

[
∂2V (x;α)

∂x⊤∂x

]
Σ, (25)

with V (x;α) defined in (24). Inserting (23) and (25) into (20), and using the fact vec(ABC) =
(C⊤ ⊗A) vec(B), the Gaussian Fisher-Rao parameter flow takes the form:

dµt

dt
= −ΣtEq(x;αt)

[
∂V (x;αt)

∂x⊤

]
,

dΣ−1
t

dt
= Eq(x;αt)

[
∂2V (x;αt)

∂x⊤∂x

]
, (26)

where q(x;αt) = pN (x;µt,Σt). As a result, the Gaussian Fisher-Rao parameter flow (26)
defines a time rate of change of the variational density q(x;αt), which can be captured
using the Liouville equation. This observation is formally stated in the following result.

Lemma 4 (Gaussian Fisher-Rao Particle Flow) The time rate of change of the vari-
ational density q(x;αt) induced by the Gaussian Fisher-Rao parameter flow (26) is captured
by the Liouville equation:

dq(x;αt)

dt
= −∇x ·

(
q(x;αt)ϕ̃(x, t)

)
, (27)

with particle dynamics function ϕ̃(x, t) = Ãtx+ b̃t, where

Ãt = −1

2
ΣtEq(x;αt)

[
∂2V (x;αt)

∂x⊤∂x

]
, b̃t = −ΣtEq(x;αt)

[
∂V (x;αt)

∂x⊤

]
− Ãtµt. (28)

Proof Using the chain rule and (26), we can write:

dq(x;αt)

dt
=
∂q(x;αt)

∂µt

dµt

dt
+ tr

(
∂q(x;αt)

∂Σ−1
t

dΣ−1
t

dt

)
= q(x;αt)(µt − x)⊤Eq(x;αt)

[
∂V (x;αt)

∂x⊤

]
+

1

2
q(x;αt) tr

(
ΣtEq(x;αt)

[
∂2V (x;αt)

∂x⊤∂x

])
− 1

2
q(x;αt)(x− µt)

⊤Eq(x;αt)

[
∂2V (x;αt)

∂x⊤∂x

]
(x− µt), (29)

where we have employed Jacobi’s formula (Petersen et al., 2008) to write the derivatives
of the Gaussian density. Substituting the particle dynamics function defined by (28) into
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(27), we obtain

−∇x ·
(
q(x;αt)(Ãtx+ b̃t)

)
= −q(x;αt) tr(Ãt) +

∂q(x;αt)

∂µt

(Ãtx+ b̃t)

=
1

2
q(x;αt) tr

(
ΣtEq(x;αt)

[
∂2V (x;αt)

∂x⊤∂x

])
+ q(x;αt)(x− µt)

⊤Σ−1
t Ãt(x− µt)

− q(x;αt)(x− µt)
⊤Eq(x;αt)

[
∂V (x;αt)

∂x⊤

]
.

Substituting the value of Ãt in this expression, we see that it matches (29).

According to Theorem 3, the particle dynamics function described in (28), which governs
the Gaussian Fisher-Rao particle flow, must correspond to a time-scaled version of the
particle dynamics function in (7) that governs the EDH flow. This equivalence holds under
the linear Gaussian assumptions. This observation motivates our forthcoming discussion.

Under Assumption 1 (linear Gaussian assumption), we have:

∂V (x;αt)

∂x⊤ = Σ−1
t (µt − x) + Σ−1

p (x− µp),
∂2V (x;αt)

∂x⊤∂x
= −Σ−1

t +Σ−1
p ,

where µp = x̂ + PH⊤(R + HPH⊤)−1(z − Hx̂) and Σ−1
p = P−1 + H⊤R−1H denote the

posterior mean and the inverse of the posterior covariance, respectively. As a result, the
Gaussian Fisher-Rao parameter flow (26) becomes:

dµt

dt
= −ΣtΣ

−1
p (µt − µp),

dΣ−1
t

dt
= Σ−1

p − Σ−1
t .(30)

Also, the particle dynamics function from Lemma 4, which describes the Gaussian Fisher-
Rao particle flow, is determined by,

Ãt = −1

2
Σt

(
Σ−1
p − Σ−1

t

)
, b̃t = ΣtΣ

−1
p

(
µp − µt

)
− Ãtµt.(31)

Based on Theorem 3, the transient parameters (6) describing the transient density should
be a time-scaled solution to the Gaussian Fisher-Rao parameter flow (30) under linear
Gaussian assumptions, indicating a connection between the particle dynamics functions.
This intuition is formalized in the following result.

Theorem 5 (EDH Flow as Fisher-Rao Particle Flow) Under Assumption 1, the par-
ticle dynamics function ϕ̃(x, t) = Ãtx + b̃t determined by (31), which governs the Gaus-
sian Fisher-Rao particle flow, is a time-scaled version of the EDH flow particle dynamics
ϕ(x, λ) = Aλx+bλ determined by (7), with time scaling function given by λ(t) = 1−exp(−t).

Proof Under Assumption 1, a solution to the Gaussian Fisher-Rao parameter flow (30) is
given as follows:

µt = Σt(P
−1x̂+ λ(t)H⊤R−1z), Σ−1

t = P−1 + λ(t)H⊤R−1H.(32)
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This can be verified by observing that

dΣ−1
t

dt
= (1− λ(t))H⊤R−1H = Σ−1

p − Σ−1
t

dµt

dt
=

dΣt

dt
Σ−1
t µt + (1− λ(t))ΣtH

⊤R−1z = −ΣtΣ
−1
p µt + µt + (1− λ(t))ΣtH

⊤R−1z

= −ΣtΣ
−1
p µt +Σt(P

−1x̂+H⊤R−1z) = −ΣtΣ
−1
p µt +ΣtΣ

−1
p µp,

where the equality P−1x̂+H⊤R−1z = Σ−1
p µp can be obtained by applying the Woodbury

matrix identity (Petersen et al., 2008). Using the closed-form expressions for µt and Σt in
equation (32), we can write Ãt and b̃t in (31) as follows:

Ãt =
1

2
Σt

(
−Σ−1

p +Σ−1
t

)
= −1

2
(1− λ(t))ΣtH

⊤R−1H,

b̃t = ΣtΣ
−1
p

(
µp − µt

)
− Ãtµt = −ΣtΣ

−1
p µt + µt + (1− λ(t))ΣtH

⊤R−1z− Ãtµt

= Ãtµt + (1− λ(t))ΣtH
⊤R−1z.

(33)

Next, we rewrite the term bλ in (7) such that it shares a similar structure to the term b̃t

in (33). First, observe that

λ(R+ λHPH⊤)−1HPH⊤ = I − (R+ λHPH⊤)−1R.(34)

Using this equation, we deduce that

(I + 2λAλ)PH
⊤R−1 = PH⊤R−1 − λPH⊤(R+ λHPH⊤)−1HPH⊤R−1

= PH⊤R−1 − PH⊤(I − (R+ λHPH⊤)−1R)R−1

= PH⊤(R+ λHPH⊤)−1,

(35)

which in turn implies that

λAλPH
⊤R−1 =

1

2

(
PH⊤(R+ λHPH⊤)−1 − PH⊤R−1

)
.(36)

Now, we employ (34) and the definitions of µλ and Σλ in (6), to write

µλ = x̂+ λPH⊤(R+ λHPH⊤)−1(z−Hx̂).

Using this equation and the definition of Aλ, we can express

Aλµλ = (I + 2λAλ)Aλx̂+ λAλPH
⊤(R+ λHPH⊤)−1z

= (I + 2λAλ)Aλx̂− 1

2
PH⊤(R+ λHPH⊤)−1︸ ︷︷ ︸

(35)

λHPH⊤(R+ λHPH⊤)−1︸ ︷︷ ︸
(34)

z

= (I + 2λAλ)
(
Aλx̂− 1

2
(PH⊤R−1 − PH⊤(R+ λHPH⊤)−1)z

)
.

Using this expression, the difference between bλ and Aλµλ can be expressed as follows:

bλ −Aλµλ = (I + 2λAλ)(Aλx̂+ (I + λAλ)PH
⊤R−1z)−Aλµλ

= (I + 2λAλ)
(
3
2PH

⊤R−1 + λAλPH
⊤R−1︸ ︷︷ ︸

(36)

−1
2PH

⊤(R+ λHPH⊤)−1
)
z

= (I + 2λAλ)PH
⊤R−1z = PH⊤(R+ λHPH⊤)−1z,
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where the last equality is obtained using (35). As a result, we can rewrite the bλ term in
(7) as follows:

bλ = PH⊤(R+ λHPH⊤)−1z+Aλµλ.

Replacing λ with λ(t) in the definition of µλ and Σλ in (6) and utilizing the Woodbury
formula (Petersen et al., 2008), we have:

Σλ(t) = P − λ(t)PH⊤(R+ λ(t)HPH⊤)−1HP =
(
P−1 + λ(t)H⊤R−1H

)−1
= Σt

µλ(t) = Σλ(t)(P
−1x̂+ λ(t)H⊤R−1z) = µt.

Using the expression (32) of Σ−1
t , we can obtain the following identity using (34):

ΣtH
⊤R−1 =

(
P−1 + λ(t)H⊤R−1H

)−1
H⊤R−1

= PH⊤R−1 − PH⊤ λ(t)(R+ λ(t)HPH⊤)−1HPH⊤︸ ︷︷ ︸
(34)

R−1

= PH⊤(R+ λ(t)HPH⊤)−1.

(37)

Finally, by applying (37), we have:

Aλ(t) = −1

2
ΣtH

⊤R−1H =
1

1− λ(t)
Ãt, bλ(t) = Aλ(t)µt +ΣtH

⊤R−1z =
1

1− λ(t)
b̃t.

The proof of Theorem 5 reveals the fact that by rewriting (31) using the closed-form
expressions for µt and Σt in (32), the particle dynamics function determined by (31) shares
the same expression as (7) up to an appropriate time scaling coefficient.

Simulation results comparing the Gaussian Fisher-Rao particle flow and the EDH flow
are presented in Figure 1. We use the following parameters in the simulation:

x̂ =

[
0
0

]
, P =

[
1.5 0.5
0.5 5.5

]
, H =

[
1 1.5
0.2 2

]
, R =

[
0.2 0.1
0.1 0.2

]
, x∗ =

[
−1.18
4.12

]
,

where x∗ denotes true state.

A single Gaussian approximation to the posterior is often times insufficient due to its
single-modal nature, especially when the observation model is nonlinear (which potentially
results in a multimodal posterior). This motivates our discussion in the next section, where
the variational density follows a Gaussian mixture density.

5 Approximated Gaussian Mixture Fisher-Rao Flows

This section focuses on the case where the variational density is selected as a Gaussian mix-
ture density. Computing the Fisher information matrix associated with a Gaussian mixture
density is costly, however. For better efficiency, we adopt a diagonal approximation of the
FIM proposed in Lin et al. (2019a) and establish a connection between the approximated

17



Figure 1: Comparison of the EDH flow and the Gaussian Fisher-Rao flow under linear
Gaussian assumptions. We propagate 10 randomly selected particles through
both flows. The trajectories of the particles are identical, verifying the results
stated in Theorem 5.

Gaussian mixture Fisher-Rao gradient flow and the particle dynamics in the particle flow.
A Gaussian mixture density with K components can be expressed as follows:

q(x) =
K∑
k=1

q(x|ω = k)q(ω = k),

where q(x|ω = k) = pN (x;µ(k),Σ(k)) and q(ω = k) = π(k) is a multinomial PDF such
that

∑K
k=1 π

(k) = 1. As noted by Lin et al. (2019a), employing a natural parameterization
of the Gaussian mixture density and an approximated FIM simplifies the derivation of an
approximation of the Fisher-Rao parameter flow (20). Furthermore, the natural parame-
terization allows the component weight parameters to be expressed in real-valued log-odds,
which eliminates the need for re-normalization to ensure

∑K
k=1 π

(k) = 1. Let η denote the
natural parameters of the Gaussian mixture density:

η(k)ω = log

(
π(k)

π(K)

)
, η(k)

x =
(
γ(k), Γ(k)

)
, γ(k) = [Σ(k)]−1µ(k),Γ(k) = −1

2
[Σ(k)]−1, (38)

where η
(k)
x denotes the natural parameters of the kth Gaussian mixture component and η

(k)
ω

denotes the natural parameter of the kth component weight. Notice that we have η
(K)
ω = 0

and thus we set π(K) = 1 −
∑K−1

k=1 π
(k) in order to ensure

∑K
k=1 π

(k) = 1. The component
weights from their natural parameterization are recovered via:

π(k) =
exp(η(k))∑K
j=1 exp(η

(j))
.
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However, the FIM I(η) defined in (19) of the Gaussian mixture variational density q(x) is
difficult to compute. We adopt the block-diagonal approximation Ĩ(η) of the FIM proposed
in Lin et al. (2019a):

Ĩ(η) = diag
(
I(η(1)

x , η(1)ω ), ..., I(η(K)
x , η(K)

ω )
)
, (39)

where I(η(k)
x , η

(k)
ω ) is the FIM of the kth joint Gaussian mixture component q(x|ω = k)q(ω =

k). Using the approximated FIM, we can define the approximated Gaussian mixture Fisher-
Rao parameter flow as follows:

dηt

dt
= −Ĩ−1(ηt)∇ηt

DKL(q(x;ηt)∥p(x|z)).(40)

To ease notation, define:

V (x;η) = log(q(x;η))− log(p(x, z)), (41)

where q(x;η) is the variational density and p(x, z) = p(z|x)p(x) is the joint density. Due to
the block-diagonal structure of the approximated FIM, the approximated Gaussian mixture
Fisher-Rao parameter flow can be computed for the individual components, which is justified
in the following proposition.

Proposition 6 (Approximated Gaussian Mixture Fisher-Rao Parameter Flow) Consider
the approximated Gaussian mixture Fisher-Rao parameter flow (40). The component-wise
approximated Gaussian mixture Fisher-Rao parameter flow for each Gaussian mixture com-
ponent q(x|ω = k)q(ω = k) takes the following form:

dγ
(k)
t

dt
= −Eq(x|ω=k;ηt)

[
1

2

∂2V (x;ηt)

∂x⊤∂x
[Γ

(k)
t ]−1γ

(k)
t +

∂V (x;ηt)

∂x⊤

]
,

dΓ
(k)
t

dt
= −1

2
Eq(x|ω=k;ηt)

[
∂2V (x;ηt)

∂x⊤∂x

]
,

d[η
(k)
ω ]t
dt

= Eq(x|ω=K;ηt)
[V (x;ηt)]− Eq(x|ω=k;ηt)

[V (x;ηt)] .

(42)

Proof According to the definition of the approximated FIM (39), the approximated Gaus-
sian mixture Fisher-Rao parameter flow can be decomposed into K components with each
component taking the following form:

d([η
(k)
x ]t, [η

(k)
ω ]t)

dt
= −I−1([η(k)

x ]t, [η
(k)
ω ]t)∇([η

(k)
x ]t,[η

(k)
ω ]t)

DKL(q(x;ηt)∥p(x|z)).

According to Lin et al. (2019a, Lemma 2), the FIM I(η(k)
x , η

(k)
ω ) of the kth joint Gaussian

mixture component q(x|ω = k)q(ω = k) takes the following form:

I(η(k)
x , η(k)ω ) = diag(π(k)I(η(k)

x ), I(η(k)ω )).
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As a result, we can further decompose (40) as follows:

d[η
(k)
x ]t
dt

= − 1

π(k)
I−1([η(k)

x ]t)∇[η
(k)
x ]t

DKL(q(x;ηt)∥p(x|z)),

d[η
(k)
ω ]t
dt

= −I−1([η(k)ω ]t)∇[η
(k)
ω ]t

DKL(q(x;ηt)∥p(x|z)),
(43)

where I([η(k)
x ]t) is the FIM of the kth Gaussian mixture component q(x|ω = k) and I([η(k)ω ]t)

is the FIM of the kth component weight q(ω = k). Also, according to Lin et al. (2019a,
Theorem 3), the following equations hold:

∇
[m

(k)
x ]t

DKL(q(x;ηt)∥p(x|z)) = I−1([η(k)
x ]t)∇[η

(k)
x ]t

DKL(q(x;ηt)∥p(x|z)),

∇
[m

(k)
ω ]t

DKL(q(x;ηt)∥p(x|z)) = I−1([η(k)ω ]t)∇[η
(k)
ω ]t

DKL(q(x;ηt)∥p(x|z)),
(44)

wherem
(k)
x =

(
µ(k),µ(k)[µ(k)]⊤ +Σ(k)

)
andm

(k)
ω = π(k) denotes the expectation parameters

of the kth Gaussian mixture component q(x|ω = k) and the kth component weight q(ω = k),
respectively. Using the chain rule, we can derive the following expression:

∇
m

(k)
x
DKL =

((
∇µ(k)DKL − 2[∇Σ(k)DKL]µ

(k)
)
, [∇Σ(k)DKL]

)
.(45)

The gradient of the KL divergence with respect to µ(k) and Σ(k) can be expressed in terms
of the gradient and Hessian of V (x) defined in (41) by using Bonnet’s and Price’s theorem,
cf. Bonnet (1964); Price (1958); Lin et al. (2019b):

∇µ(k)DKL = Eq(x|ω=k)

[
π(k)

∂V (x)

∂x⊤

]
, ∇Σ(k)DKL =

1

2
Eq(x|ω=k)

[
π(k)

∂2V (x)

∂x⊤∂x

]
.(46)

Substituting (46) into (45), we have:

∇
m

(k)
x
DKL =

(
π(k)Eq(x|ω=k)

[
∂V (x)

∂x⊤ − ∂2V (x)

∂x⊤∂x
µ(k)

]
,
π(k)

2
Eq(x|ω=k)

[
∂2V (x)

∂x⊤∂x

])
.(47)

The gradient of the variational density with respect to the expectation parameter of the
kth component weight takes the following form:

∇
m

(k)
ω
q(x; η) = q(x|ω = k)− q(x|ω = K),

where the second term appears due to the fact π(K) = 1 −
∑K−1

k=1 π
(k). Utilizing the fact

above, the gradient of the KL divergence with respect to the expectation parameter of the
kth component weight takes the following form:

∇
m

(k)
ω
DKL =

∫
V (x)∇

m
(k)
ω
q(x; η) dx+ Eq(x;η)

[
∇

m
(k)
ω

log(q(x; η))
]

= Eq(x|ω=k) [V (x)]− Eq(x|ω=K) [V (x)] +

∫
q(x|ω = k)− q(x|ω = K) dx

= Eq(x|ω=k) [V (x)]− Eq(x|ω=K) [V (x)] .

(48)
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The desired results can be obtained by combining (47), (48), (44) and (43).

The approximated Gaussian mixture Fisher-Rao parameter flow (42) defines a time rate
of change of the kth Gaussian mixture component. The corresponding particle flow for the
kth Gaussian mixture component can be obtained by finding a particle dynamics function
ϕ̃k(x, t) such that the following equation holds:

∂q(x|ω = k;ηt)

∂γ
(k)
t

dγ
(k)
t

dt
+ tr

(
∂q(x|ω = k;ηt)

∂Γ
(k)
t

dΓ
(k)
t

dt

)
= −∇x ·

(
q(x|ω = k;ηt)ϕ̃k(x, t)

)
.

The closed-from expression for this particle dynamics function ϕ̃k(x, t) is given in the fol-
lowing result.

Proposition 7 (Approximated Gaussian Mixture Fisher-Rao Particle Flow) The
time rate of change of the kth Gaussian mixture component q(x|ω = k) induced by the ap-
proximated Gaussian mixture Fisher-Rao parameter flow (42) is captured by the Liouville
equation:

dq(x|ω = k;ηt)

dt
= −∇x ·

(
q(x|ω = k;ηt)ϕ̃k(x, t)

)
,

with particle dynamics function ϕ̃k(x, t) = Ã
(k)
t x+ b̃

(k)
t , where

Ã
(k)
t =

1

4
[Γ

(k)
t ]−1Eq(x|ω=k;t)

[
∂2V (x;ηt)

∂x⊤∂x

]
,

b̃
(k)
t =

1

2
[Γ

(k)
t ]−1Eq(x|ω=k;t)

[
∂V (x;ηt)

∂x⊤

]
+

1

2
Ã

(k)
t [Γ

(k)
t ]−1γ

(k)
t ,

with V (x;ηt) given in (41), Γ(k) and γ(k) are natural parameters of the kth Gaussian mixture
components given in (38).

Proof The gradient of a Gaussian PDF pN (x;µ,Σ) with respect to its natural parameters
(38) is given by:

∂pN (x;µ,Σ)

∂γ
= pN (x;µ,Σ)

(
x⊤ +

1

2
γ⊤Γ−1

)
,

∂pN (x;µ,Σ)

∂Γ
= pN (x;µ,Σ)

(
xx⊤ − 1

4
Γ−1γγ⊤Γ−1 +

1

2
Γ−1

)
.

The time rate of change of the kth Gaussian mixture component q(x|ω = k) induced by the
approximated Gaussian mixture Fisher-Rao parameter flow (42) is given by:

∂q(x|ω = k;ηt)

∂γ
(k)
t

dγ
(k)
t

dt
+ tr

(
∂q(x|ω = k;ηt)

∂Γ
(k)
t

dΓ
(k)
t

dt

)
,

where
dγ

(k)
t
dt and

dΓ
(k)
t
dt are given in (42). With these expressions, the proof now proceeds

analogously to the proof of Lemma 4.
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Remark 8 Using the definition (38) of the natural parameters and the chain rule, one
can express the approximated Gaussian mixture Fisher-Rao parameter flow in conventional
parameters as follows:

dµ
(k)
t

dt
= −Σ

(k)
t Eq(x|ω=k;ηt)

[
∂V (x)

∂x⊤

]
,

d(Σ
(k)
t )−1

dt
= Eq(x|ω=k;ηt)

[
∂2V (x)

∂x⊤∂x

]
, (49)

as well as the particle dynamics function ϕ̃k(x, t) governing the approximated Gaussian
mixture Fisher-Rao particle flow

Ã
(k)
t = −1

2
Σ
(k)
t Eq(x|ω=k;ηt)

[
∂2V (x)

∂x⊤∂x

]
,

b̃
(k)
t = Σ

(k)
t Eq(x|ω=k;ηt)

[
∂V (x)

∂x⊤

]
− Ã

(k)
t µ

(k)
t .

(50)

The approximated Gaussian mixture Fisher-Rao particle flow derived in this section can
capture multimodal behavior in the posterior density. We find that the approximated
Gaussian mixture Fisher-Rao flows in (49) and (50) share a similar form as the Gaussian
Fisher-Rao flows, cf. (26) and (28), which indicates that the approximated Gaussian mixture
Fisher-Rao particle flow can be interpreted as a weighted mixture of Gaussian Fisher-Rao
particle flows. Note that all these flows require the evaluation of the expectation of the
gradient and Hessian of the function V (x;η) defined in (41), which in the case of Gaussian
mixtures is not readily available. In the following section, we show that one can utilize the
particle flow method to obtain these expectations in an efficient way.

6 Derivative- and Inverse-Free Formulation of the Fisher-Rao Flows

In this section, we derive several identities associated with the particle flow method and
show how they can make the computation of the flow parameters more efficient. To start,
we notice the component-wise approximated Gaussian mixture Fisher-Rao parameter flow
(49) takes the same form as the Gaussian Fisher-Rao parameter flow (26). To make the
discussion clear, we consider the parameter flow of each Gaussian mixture component:

dµ̄t

dt
= −Σ̄tEx∼N (µ̄t,Σ̄t)

[
∂V (x)

∂x⊤

]
,

dΣ̄−1
t

dt
= Ex∼N (µ̄t,Σ̄t)

[
∂2V (x)

∂x⊤∂x

]
, (51)

where V (x) is defined in (24). Similarly, we consider the particle dynamics function gov-
erning the particle flow:

ϕ̄(x, t) = Ātx+ b̄t, (52)

where Āt = −1
2 Σ̄tEx∼N (µ̄t,Σ̄t)

[
∂2V (x)
∂x⊤∂x

]
, b̄t = −Σ̄tEx∼N (µ̄t,Σ̄t)

[
∂V (x)
∂x⊤

]
− Ātµ̄t. We first find

a derivative-free expression for the expectation terms in (51) and (52), and then compare
several particle-based approximation methods to compute the resulting derivative-free ex-
pectation terms.
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To avoid computing derivatives of V (x), we apply Stein’s lemma (Stein, 1981), yielding
the following expressions:

Ex∼N (µ̄t,Σ̄t)

[
∂V (x)

∂x⊤

]
= Σ̄−1

t Ex∼N (µ̄t,Σ̄t) [(x− µ̄t)V (x)] ,

Ex∼N (µ̄t,Σ̄t)

[
∂2V (x)

∂x⊤∂x

]
= Σ̄−1

t Ex∼N (µ̄t,Σ̄t)

[
(x− µ̄t)(x− µ̄t)

⊤V (x)
]
Σ̄−1
t

− Σ̄−1
t Ex∼N (µ̄t,Σ̄t) [V (x)] .

(53)

Using the identities above, we obtain a derivative-free parameter flow:

dµ̄t

dt
= −Ex∼N (µ̄t,Σ̄t) [(x− µ̄t)V (x)] ,

dΣ̄−1
t

dt
= Σ̄−1

t Ex∼N (µ̄t,Σ̄t)

[
(x− µ̄t)(x− µ̄t)

⊤V (x)
]
Σ̄−1
t − Σ̄−1

t Ex∼N (µ̄t,Σ̄t) [V (x)] .

(54)

Similarly, we can obtain derivative-free expressions for Āt and b̄t describing the particle
flow:

Āt = −1

2
Ex∼N (µ̄t,Σ̄t)

[
(x− µ̄t)(x− µ̄t)

⊤V (x)
]
Σ̄−1
t +

1

2
Ex∼N (µ̄t,Σ̄t) [V (x)]

b̄t = −Ex∼N (µ̄t,Σ̄t) [(x− µ̄t)V (x)]− Ātµ̄t.
(55)

Note that the derivative-free flow expressions in (54) and (55) only depend on Σ̄−1
t . By

propagating Σ̄−1
t instead of Σ̄t, we can also avoid inefficient matrix inverse calculations in

the flow expressions.
The computation of the expectation terms in (54) and (55) analytically is generally

not possible and often times numerical approximation is sought. Since the expectation is
with respect to a Gaussian density, there are various accurate and efficient approximation
techniques, such as linearization of the terms (Anderson and Moore, 2005) and Monte-
Carlo integration using Unscented or Gauss-Hermite particles (Julier et al., 1995; Särkkä
and Svensson, 2023). We use a particle-based approximation for the expectation terms:

Ex∼N (µ̄t,Σ̄t) [f(x)] ≈
N∑
i=1

wif(x
(i)
t ),

where wi are weights, x
(i)
t ∈ Rn are particles and f(x) is an arbitrary function. The particles

and associated weights can be generated using the Gauss-Hermite cubature method (Särkkä
and Svensson, 2023). We first generate p Gauss-Hermite particles {ξi}pi=1 of dimension
one corresponding to N (0, 1) by computing the roots of the Gauss-Hermite polynomial of
order p:

hp(ξ) = (−1)p exp(ξ2/2)
dp exp(−ξ2/2)

dξp
,

with the corresponding weights {(1)wi}pi=1 obtained as follows:

(1)wi =
p!

(php−1(ξi))2
,
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where we use the left superscript in (1)wi to indicate that these weights correspond to
the one-dimensional Gauss-Hermite quadrature rule. The Gauss-Hermite particles {ξi}

pn

i=1

of dimension n correspond to N (0, I) and are generated as the Cartesian product of the
one-dimensional Gauss-Hermite particles:

{ξi}
pn

i=1 = {(ξi1 , ξi2 , ..., ξin), i1, i2, ..., in ∈ {1, 2, ..., p}},

with the corresponding weights {wi}p
n

i=1 obtained as follows:

{wi}p
n

i=1 = {(1)w(1)
i1
wi2 ...

(1)win , i1, i2, ..., in ∈ {1, 2, ..., p}}.

Finally, Gauss-Hermite particles {xi}p
n

i=1 of dimension n corresponding to N (µ̄t, Σ̄t) are
obtained as follows:

x
(i)
t = L̄tξi + µ̄t, (56)

where L̄t is a matrix square root that satisfies Σ̄t = L̄tL̄
⊤
t and the superscript i in x

(i)
t

denotes the ith particle. The weights {wi}p
n

i=1 remain unchanged.

Although we only need to generate Gauss-Hermite particles {ξi}
pn

i=1 and corresponding

weights {wi}p
n

i=1 for a standard normal distribution once, we need to scale and translate the
particles using L̄t and µ̄t over time. However, we can avoid the scaling and translation to
obtain the Gauss-Hermite particle corresponding to N (µ̄t, Σ̄t) by propagating the Gauss-
Hermite particles using the particle flow described in (2) with pseudo dynamics given by
(52). In order to establish this, we need to introduce the following auxiliary result.

Theorem 9 (Mahalanobis Distance is Invariant) Define the Mahalanobis distance as:

DM(x,µ,Σ) := (x− µ)⊤Σ−1(x− µ).

Consider a Gaussian distribution N (µ̄t, Σ̄t) with its parameters evolving according to (51).
Let x0 be a particle that evolves according to (2) with the particle dynamics function given
by (52). Then,

DM(xt, µ̄t, Σ̄t) = DM(x0, µ̄t=0, Σ̄t=0), ∀t > 0.

Proof According to the chain rule, we have:

dDM(xt, µ̄t, Σ̄t)

dt
= 2(

dxt

dt
− dµ̄t

dt
)⊤Σ̄−1

t (xt − µ̄t) + (xt − µ̄t)
⊤dΣ̄−1

t

dt
(xt − µ̄t)

= 2(xt − µ̄t)
⊤Ā⊤

t Σ̄
−1
t (xt − µ̄t) + (xt − µ̄t)

⊤Ex∼N (µ̄t,Σ̄t)

[
∂2V (x)

∂x⊤∂x

]
(xt − µ̄t) = 0,

indicating that the time rate of change of the Mahalanobis distance is zero.

We are ready to prove that Gauss-Hermite particles remain Gauss-Hermite when prop-
agated along the Fisher-Rao particle flow.

Theorem 10 (Fisher-Rao Particle Flow as Gauss-Hermite Transform) Consider a
Gaussian distribution N (µ̄t, Σ̄t) with parameters evolving according to (51). Let x0 be a
Gauss-Hermite particle obtained from N (µ̄t=0, Σ̄t=0) which evolves according to (2) with
particle dynamics function given by (52). Then, xt is a Gauss-Hermite particle correspond-
ing to N (µ̄t, Σ̄t).
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Proof Let ξ be arbitrary, consider the particle ξt = L̄tξ + µ̄t, where µ̄t evolves according
to (51) and L̄t evolves according to the following equation:

dL̄t

dt
= ĀtL̄t, (57)

with Āt given in (52). We first show ξt is the solution to the particle flow (2), where the
particle dynamics function is given by (52). Next, we show that if we have L̄t=0 satisfy
Σ̄t=0 = L̄t=0L̄

⊤
t=0 and the evolution of L̄t satisfies (57), then Σ̄t = L̄tL̄

⊤
t .

According to the chain rule, the evolution of the particle ξt satisfies:

dξt
dt

=
dL̄t

dt
ξ +

dµ̄t

dt
= ĀtL̄tξ + Ātµ̄t + b̄t = Ātξt + b̄t,

which is exactly the same as the particle flow (2) with the particle dynamics given in (52).
This justifies our first claim. According to Theorem 9, we have:

DM(ξt, µ̄t, Σ̄t) = ξ⊤L̄⊤
t Σ

−1
t L̄tξ = ξ⊤ξ.

Since L̄⊤
t Σ

−1
t L̄t is symmetric, the following equation holds:

L̄⊤
t Σ

−1
t L̄t = I,

indicating that Σ̄−1
t = [L̄−1

t ]⊤L̄−1
t and Σ̄t = L̄tL̄

⊤
t . This justifies our second claim. Hence, a

Gauss-Hermite particle corresponding to N (µ̄t, Σ̄t) can be obtained by solving the particle
flow (2) with the particle dynamics function given by (52).

This result shows that, instead of obtaining Gauss-Hermite particles corresponding to
N (µ̄t, Σ̄t), we can propagate Gauss-Hermite particles according to the particle flow in (2)
with the particle dynamics given in (52), starting from the Gauss-Hermite particles corre-
sponding to N (µ̄t=0, Σ̄t=0).

Remark 11 (Propagating Covariance in Square Root Form) According to the proof
of Theorem 10, we have that if L̄t=0 satisfies Σ̄t=0 = L̄t=0L̄

⊤
t=0 and the evolution of L̄t sat-

isfies (57), then Σ̄t = L̄tL̄
⊤
t . In this regard, we can propagate the inverse covariance matrix

in square-root form as:
dL̄−1

t

dt
= −L̄−1

t Āt,

where L̄t=0 satisfies Σ̄t=0 = L̄t=0L̄
⊤
t=0. This flow enforces that the inverse covariance matrix

stays symmetric and positive definite during propagation. Note that the matrix square root
decomposition is not unique and, hence, depending on the initialization of this flow, the
evolution of the matrix square root will differ. Our proposed method is a special case of the
one in Morf et al. (1977), while other solutions exist, such as the one proposed in Särkkä
(2007), which considers the lower triangular structure of the covariance square root matrix.

In this section, we demonstrated several important identities satisfied by the particle
flow and its underlying variational density. Corollary 10 demonstrates that Gauss-Hermite
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particles, generated by a specific covariance square root, evolve according to the particle
flow with the particle dynamics function defined by (52). Consequently, evaluating the
Gaussian probability density function at these particle locations amounts to rescaling the
density evaluated at the particles’ initial positions. However, this result should be used with
caution when dealing with Gaussian mixture variational distribution since it only applies to
particles associated with their respective Gaussian mixture components. In the next section,
we present numerical results to demonstrate the accuracy and efficiency of the Fisher-Rao
particle flow method. We all also evaluate the expectation terms in (51) and (52) using the
methods discussed in this section and compare their accuracy.

7 Evaluation

In this section, we first evaluate our Fisher-Rao flows under two low-dimension scenarios.
In the first scenario, the prior density is a Gaussian mixture, and the likelihood function
is Gaussian with a linear observation model, leading to a multimodal posterior density.
In the second scenario, the prior density is a single Gaussian, and the likelihood function
is a Gaussian density with a nonlinear observation model, leading to a posterior density
that is not Gaussian. We compare the approximated Gaussian mixture Fisher-Rao particle
flow with the Gaussian sum particle flow (Zhang and Meyer, 2024) and the Wasserstein
gradient flow (Lambert et al., 2022). We also demonstrate numerically that using Stein’s
gradient and Hessian (53) with Gauss-Hermite particles (56) leads to efficient and stable
approximation of the expectation terms (51). Finally, we also evaluate our Fisher-Rao flows
in high-dimension scenarios, adopting the posterior generated in the context of Bayesian
logistic regression with dimensions 50 and 100.

7.1 Gaussian Mixture Prior Case

In this case, we have the prior follows an equally weighted Gaussian mixture distribution
with four components:

p(x) =

4∑
i=1

pN (x; x̂(i), P ),

where:

x̂(i) =

[
±5
±5

]
, P =

[
5 0
0 5

]
.

The likelihood function also follows a Gaussian density N (z;Hx, R), with

H =

[
2 −0.2
0.3 2.5

]
, R =

[
170 64
64 230

]
, x∗ =

[
2.67
1.67

]
,

where x∗ denotes the true state. In this case, we set a large observation covariance to
clearly separate the four different modals of the posterior distribution. For the approxi-
mated Gaussian mixture Fisher-Rao flows, each mean parameter is sampled from one of

the prior Gaussian mixture components µ
(k)
t=0 ∼ N (x̂(i), P ). The initial variance parameters

are set to Σ
(k)
t=0 = 3P , and initial weights are set to ω

(k)
t=0 = 1/K, where K denotes the

total number of Gaussian mixture components employed in our approach. Each Gaussian
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mixture component holds 16 Gauss-Hermite particles generated according to (56). The
Wasserstein gradient flow method uses the same initialization approach as the approxi-
mated Gaussian mixture Fisher-Rao flows. For the Gaussian sum particle flow method,
each Gaussian particle flow component is initialized with 1000 randomly sampled particles
from N (µ(k), P ), where µ(k) is sampled from one of the prior Gaussian mixture components
µ(k) ∼ N (x̂(i), P ). This initialization method is employed for the Gaussian sum particle
flow to ensure consistency with the other two methods, as it utilizes particles to compute
the empirical mean during propagation. Figure 2 shows the results when a single Gaussian
density is used to approximate the posterior density. Figure 3 shows simulation results
with 20 Gaussian mixture components. Figure 4 shows a comparison of the approximation
accuracy of the expectation terms.

7.2 Nonlinear Observation Case

In this case, we have the prior follow a single Gaussian distribution N (x; x̂, P ), with

x̂ =

[
1
1

]
, P =

[
5.5 −1.5
−1.5 5.5

]
.

The likelihood function also follows a Gaussian distribution N (z;H(x), R), with

H(x) = ∥x∥, R = 2, x∗ =

[
4.7
−3.1

]
,

where x∗ denotes the true state used to generate observations. For our approximated
Gaussian mixture Fisher-Rao flows, each initial mean parameter is sampled from the prior

µ
(k)
t=0 ∼ N (x̂, P ), the initial variance parameters are set to Σ

(k)
t=0 = 3P and initial weights

are set to ω
(k)
t=0 = 1/K, where K denotes the total number of Gaussian mixture components

employed in our approach.. The Wasserstein gradient flow method uses the same initializa-
tion approach as the Gaussian mixture approximated Fisher-Rao flows. For the Gaussian
sum particle flow method, each Gaussian particle flow component is initialized with 1000
randomly sampled particles from N (µ(k), P ), where µ(k) is sampled from the prior density
µ(k) ∼ N (x̂, P ). This initialization method is employed for the Gaussian sum particle flow
to ensure consistency with the other two methods, as it utilizes particles to compute the em-
pirical mean during propagation. Figure 5 shows the case where a single Gaussian density
is used to approximate the posterior distribution. Figure 6 shows simulation results with 20
Gaussian mixture components. Finally, Figure 7 shows a comparison of the approximation
accuracy of the expectation terms.

7.3 Bayesian Logistic Regression

In this case, we use an unnormalized posterior generated in the context of Bayesian logistic
regression associated with a two-class dataset D = {(xi, yi)}Ni=1 provided by Lambert et al.
(2022). The probability of the binary label yi ∈ {0, 1} given xi ∈ Rn and parameter z ∈ Rn

is defined by the following Bernoulli density:

p(yi|xi; z) = σ(x⊤
i z)

yi(1− σ(x⊤
i z))

1−yi ,
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where σ(x) = 1/(1 + exp(−x)) is the logistic function. The unnormalized posterior associ-
ated with data D can be specified as follows:

p(z|D) = ΠN
i=1p(yi|xi; z).

For our Gaussian Fisher-Rao flows, the initial mean parameter is sampled from a Gaussian
density µt=0 ∼ N (0, 5I), and the initial variance parameter is set to Σt=0 = 5I. The
Wasserstein gradient flow method uses the same initialization approach as the Gaussian
Fisher-Rao flows. For our approximated Gaussian mixture Fisher-Rao flows, each initial

mean parameter is sampled from the prior µ
(k)
t=0 ∼ N (0, I), the initial variance parameters

are set to Σ
(k)
t=0 = I and initial weights are set to ω

(k)
t=0 = 1/K, where K denotes the

total number of Gaussian mixture components employed in our approach. Due to high
dimensionality, we report the approximated evidence lower bound (ELBO) for each method
instead of the approximated KL divergence.

When simulating the Fisher-Rao particle flows, it is more efficient to only propagate
the mean and the covariance parameter and recover the particles using Theorem 10 when
necessary. Figure 8 shows that using the recovered particles achieves identical trajecto-
ries compared to the propagated particles. Moreover, for all test cases, both the Gaussian
Fisher-Rao particle flow and the approximated Gaussian mixture particle flow achieve sim-
ilar ELBO after 100 iterations, indicating that it is sufficient to use a single Gaussian to
approximate the posterior density. For all test cases, the Fisher-Rao particle flows outper-
form the Wasserstein gradient flow and achieve a better convergence rate.

8 Conclusions

We have developed a variational formulation of the particle flow particle filter. We have
shown that the transient density used to derive the particle flow particle filter is a time-scaled
solution to the Fisher-Rao gradient flow. Based on this observation, we have first derived the
Gaussian Fisher-Rao particle flow, which reduces to the Exact Daum and Huang (EDH) flow
under linear Gaussian assumptions. Next, we have adopted a Gaussian mixture variational
density to further enhance its expressive power and derive the corresponding approximated
Gaussian mixture Fisher-Rao particle flow. We have also discussed various implementation
strategies that make the computation of the flow parameters more efficient and ensure
stable propagation of the Fisher-Rao flows. In a series of simulations, we illustrate the
equivalence between the Gaussian Fisher-Rao particle flow and the EDH flow under linear
Gaussian assumptions, how the approximated Gaussian mixture Fisher-Rao particle flow
captures the multimodal behavior of the posterior, and the good performance of the Fisher-
Rao particle flows in a Bayesian logistic regression task. Future work will explore the
application of the Fisher-Rao flows to robot state estimation tasks and the extension of the
results to Lie groups, exploiting the geometry of the configuration space, particularly the
special Euclidean manifold.
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Figure 2: Comparison of the Gaussian approximated Fisher-Rao particle flow with the
Gaussian particle flow and the Wasserstein gradient flow for the Gaussian mix-
ture prior case. For each method, we use a Gaussian mixture with one component
to approximate the posterior density. The covariance contour corresponding to
one Mahalanobis distance is overlaid on the reference contour. The top two
figures display results generated by the Gaussian particle flow with different ini-
tializations. The top left figure shows the result with particles generated from
N (x̂(1), P ), while the top right figure shows the result with particles generated
from N (x̂(2), P ). The Gaussian approximated Fisher-Rao particle flow achieves
the lowest approximated KL divergence. In contrast, the Wasserstein gradient
flow method converges to the modal with the largest component weight. Addi-
tionally, the Gaussian particle flow method is sensitive to initialization, and its
convergence behavior is highly dependent on the initial conditions.
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Figure 3: Comparison of the Gaussian mixture approximated Fisher-Rao particle flow with
the Gaussian sum particle flow and the Wasserstein gradient flow for the Gaussian
mixture prior case. For each method, we use a Gaussian mixture with 20 compo-
nent to approximate the posterior density. Our Gaussian mixture approximated
Fisher-Rao particle flow successfully captures the four unequally weighted modals
of the posterior density, while the Gaussian sum particle flow fails to clearly sep-
arate these modals. The Wasserstein gradient flow achieves results comparable
to ours but assigns incorrect component weights.
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Figure 4: The comparison of expectation evaluations for the Gaussian mixture prior case
is illustrated. The top plot displays the difference in the expected V (x) function,
the middle plot shows the difference in the expected gradient of V (x), and the
bottom plot depicts the difference in the expected Hessian V (x). The maximum
difference between the comparing methods and the reference method across all
Gaussian mixture components is reported. The reference method uses Stein’s
gradient and Hessian with Gauss-Hermite particles of degree 4, resulting in stable
propagation.
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Figure 5: Comparison of the Gaussian approximated Fisher-Rao particle flow with the
Gaussian particle flow and the Wasserstein gradient flow for the nonlinear ob-
servation model case. For each method, we use a single Gaussian to approximate
the posterior density. The covariance contour corresponding to one Mahalanobis
distance is overlaid on the reference contour. The Gaussian approximated Fisher-
Rao particle flow provides the most accurate Gaussian approximation of the pos-
terior density, resulting in the lowest approximated KL divergence. In contrast,
the Gaussian particle flow method produces an approximation that is slightly
misaligned with the region of highest posterior probability, leading to a higher
approximated KL divergence. The Wasserstein gradient flow method fails to ac-
curately capture the region of the highest posterior probability, resulting in the
highest approximated KL divergence.
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Figure 6: Comparison of the Gaussian mixture approximated Fisher-Rao particle flow with
the Gaussian sum particle flow and the Wasserstein gradient flow for the nonlin-
ear observation model case. For each method, we use a Gaussian mixture with
20 components to approximate the posterior density. For each method, we plot
the contour generated by the variational Gaussian mixture density. The Gaus-
sian mixture approximated Fisher-Rao particle flow captures the banana-shape
posterior and yields the lowest approximated KL divergence. While the Wasser-
stein gradient flow does not capture the shape of the posterior well, yielding a
slightly higher approximated KL divergence. On the other hand, the Gaussian
sum particle flow fails to capture the shape of the posterior, yielding the highest
approximated KL divergence.
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Figure 7: The comparison of expectation evaluations for the nonlinear observation model
case is illustrated. The top plot displays the difference in the expected V (x)
function, the middle plot shows the difference in the expected gradient of V (x),
and the bottom plot depicts the difference in the expected Hessian V (x). The
maximum difference between the comparing methods and the reference method
across all Gaussian mixture components is reported. The reference method uses
Stein’s gradient and Hessian with Gauss-Hermite particles of degree 4, resulting
in stable propagation.
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Figure 8: Comparison of the Fisher-Rao particle flows with the Wasserstein gradient flow for
the Bayesian logistic regression task with different dimensions. The approximated
ELBO is reported for each method. It can be shown that using the recovered
particles from Theorem 10 yields performance identical to that of the propagated
particles. Additionally, we observe that approximating the posterior with a single
Gaussian is sufficient for this task, as it achieves nearly identical results to a
Gaussian mixture with 5 components. Our Fisher-Rao particle flows outperform
the Wasserstein gradient flow.
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