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Abstract—Koopman operator theory offers a rigorous treat-
ment of dynamics and has been emerging as a powerful modeling
and learning-based control method enabling significant advance-
ments across various domains of robotics. Due to its ability to
represent nonlinear dynamics as a linear operator, Koopman
theory offers a fresh lens through which to understand and tackle
the modeling and control of complex robotic systems. Moreover, it
enables incremental updates and is computationally inexpensive
making it particularly appealing for real-time applications and
online active learning. This review comprehensively presents
recent research results on advancing Koopman operator theory
across diverse domains of robotics, encompassing aerial, legged,
wheeled, underwater, soft, and manipulator robotics. Further-
more, it offers practical tutorials to help new users get started as
well as a treatise of more advanced topics leading to an outlook
on future directions and open research questions. Taken together,
these provide insights into the potential evolution of Koopman
theory as applied to the field of robotics.

Index Terms—Koopman operator theory, robotics, modeling,
control, learning.

I. INTRODUCTION

UNTIME learning is an open challenge in robotics.

The wealth of robot learning methods being actively
investigated (for example, neural ODEs [1], [deep] reinforce-
ment learning [2], and generative Al [3]) all rely on large
amounts of data collected in an offline manner, mostly via
high-fidelity simulators. However, real-world deployment re-
quires the robots to operate in environments that are often
novel, characterized by phenomena not anticipated by a priori
datasets, and incorporating interactions that are unsimulable.
These three foundational characteristics transcend robotics
applications. For example, human-robot interaction (HRI) [4]
may take place in an engineered environment, but it may be
impossible to model people based on first-principle statements
or average characteristics such as those obtained from large
datasets. Similarly, wholly physical systems—e.g., soft mat-
ter [5], systems in turbulent flow [6], [7], mechanoreception
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Fig. 1. Left: Overview of the Koopman-based runtime learning, modeling,
and control of robots. Right: Key components of the implementation.

of touch [8]—may not be meaningfully “simulatable” based
on first principles with current technology, either because
the complexity of such a simulation is impractical (e.g.,
necessitating to solve complex partial differential equations
[e.g., Navier-Stokes]) or because the system has both unknown
and unknowable parameters and boundary conditions (e.g.,
predictive mechanics of mechanoreception in haptics); in some
cases, first principles may not even be readily available (e.g.,
robots interacting with people with unknown intent). Other
cases include wearable technologies [9]-[1 1], and robotics in
unstructured and dynamic environments [12], [13].

The emphasis in the last decade on deep learning has
contributed to reliance on ‘big data’ in robotics [14], [15],
driven by slow algorithms operating on offline data that have
been labeled at scale (e.g., the massive availability of labeled
images, contributing to the prioritization of vision as a sensing
modality in robotics). In contrast, our effort herein centers
on the following motivating question. If robots—with their
physical bodies and embodied learning constraints—are going
to function in novel settings without relying on offline data,
what tools are available that are appropriate for runtime
learning using only ‘small data?’

Koopman operators provide a partial answer to this ques-
tion. The main way they are integrated within core robotics
foundational research (learning, modeling, and control) is
summarized in Fig. 1. The essential ingredients in Koop-
man operators are an infinite basis of observables, a linear
operator predicting the evolution of those observables, and
some method for approximating the operator using finite
calculations. These ingredients are sufficient to represent any
nonlinear system, including nonsmooth and discontinuous
ones [16]. These operators have only recently made their way
into the field of robotics, both theoretically and experimentally.
Machine learning (data-driven) techniques using Koopman
operators are suited to robotics needs—both in terms of
empirical properties and formal properties. Empirically,
Koopman operators only require sparse data sets, making them
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amenable to runtime computation using only small datasets.
Moreover, this enables complex adaptive behavior (e.g., spon-
taneous control response to unmodeled turbulent flow). Formal
properties include applying physically relevant properties to
otherwise unknown models (e.g., stability, invariance, or sym-
metry), the ability to directly calculate information measures
for continuous active learning, the benefit of applying linear
control techniques (e.g., LQR) to nonlinear systems and the
ease of certifying stability (e.g., constructive Control Lyapunov
Functions [17]), and guarantees on sample efficiency. These
benefits collectively contribute data-driven techniques that can
be implemented synchronously with robotic execution, rather
than in an offline batch processing manner.

The emergence of Koopman-based models presents a poten-
tial paradigm shift, offering a unified framework for modeling
nonlinear dynamics by providing more efficient and versatile
representations of robotic behaviors and dynamics that have
the following distinct advantages.

1) Interpretability: Unlike many machine learning ap-
proaches that represent the input-output relationship as a
black box neural network (NN), the Koopman operator
theory provides dynamical model descriptions of the
underlying system rooted at principled geometric and
algebraic properties that can be leveraged to explain the
performance of data-driven approximations.

2) Data-efficiency: The Koopman operator theory demands
only a limited number of measurements when compared
to most of the NN-based methods, making it suitable for
real-time implementation.

3) Linear Representation: The Koopman operator leads
to a linear representation of the dynamics, enabling the
use of linear systems tools and methods for analysis,
estimation, and control synthesis.

As Koopman operator theory continues to rapidly evolve,
several studies have delved into algorithmic enhancements
and validation techniques for modeling and control purposes.
While the main body of relevant research results started to
appear only within the past five years, it is rapidly growing.
A literature search with the specific keywords “Koopman”
and “Robot*” yields over 17,800 results on Google Scholar.!
The publications with the most relevance and their number of
citations are shown in Fig. 2. The graphs clearly illustrate the
increasing trend in this area. While existing review articles
have extensively discussed data-driven methodologies [!8]
and operator-based algorithms [19], recent review articles on
Koopman operator theory have predominantly focused on
theoretical analyses [20]-[22], encompassing topics such as
operator estimation, spectral properties analysis, and controller
design [23]. More recently, there has been a surge in reviews
specific to soft robotics [24]. Here, our goal is to offer a com-
prehensive introduction to the Koopman operator, complete
with a tutorial featuring executable code for implementing
different procedures, along with recent advancements in its
application within the field of robotics. We aim to elucidate
the benefits of Koopman-based approaches for tasks such as
modeling, state estimation, and control. Additionally, we seek

! Data are current up to April 24th, 2024.
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Fig. 2. Literature review results of the Koopman operator theory in robotics
with application instances.

to consolidate and highlight recent trends in research efforts
related to the practical utilization of Koopman operator theory
across various robotic systems.

The review is structured to be accessible to both newcomers
and those with prior experience in Koopman and robotics.
The recommended reading roadmap is outlined in Fig. 3.
Specifically, in Sections II and III, we provide an overview
of the Koopman operator along with a practical tutorial,
augmented by code available online.> This serves as a quick
reference for those new to the field, allowing them to grasp
the basic concepts of how Koopman operator theory functions
and how to implement it for robot modeling and control.
Readers can choose to stop here and experiment with the
provided code with their systems. Then, the interested reader
may proceed to Section VI to explore state-of-the-art applica-
tions across various robotic platforms, such as aerial robots,
ground robots, robot arms, underwater robots, soft robots,
and others, including examples in multi-agent systems. For
readers seeking more in-depth understanding, Section IV goes
into theoretical details of the Koopman operator, covering as-
pects like Koopman operators in discrete-time and continuous-
time systems, Koopman eigenfunctions as well as Koopman
invariant spaces, data-driven approximation approaches, and
strategies for handling systems with inputs. Continuing to Sec-
tion V, we present the implementation details of the Koopman
operator in robotic systems. This encompasses guidance on
data collection, selection of lifting functions, and controller
design. In the concluding Section VII of the review, we provide
a summary of the covered materials and discuss several open
challenges and potential future directions in the field.

2 The code is available on Github.
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Fig. 3. The illustration of recommended reading sequence. For readers who
are new to the Koopman operator in robotics, we recommend following the
green line to read this review paper. In addition, interested readers who seek
to learn more about this area are suggested to follow the orange line.

II. THE KOOPMAN OPERATOR AT A GLANCE
A. The Koopman Operator

Let z € X C RM= be the state vector for a discrete-
time dynamical system. The system’s propagation rule is
represented by the nonlinear function 7' (Fig. 4). Through the
process of lifting the original states x using the observable
functions x — g(x), the system’s dynamics can be redefined in
a new space where a linear operator, denoted as the Koopman
operator K, describes the dynamics. In other words, although
T and K act on different spaces, they encapsulate the same
dynamics. For example, given the current state x, one can
propagate it to the subsequent time step and observe it through
two pathways: either by employing 7' to compute 7'(x) and
observe the resultant state (the bottom route) or by utilizing
an observable function, applying I and evaluating it at x
(the top route). The concept of the “equivalence” or “substitu-
tion” offers several advantages. (1) It enables a global linear
representation of the nonlinear dynamics 7', thus enabling
the application of techniques designed for linear systems.
(2) It facilitates the estimation of the underlying dynamics
by learning the linear operator in real time, thus eliminating
the need for least-square regression of the nonlinear function,
which in general requires a large amount of data.

B. Data-driven Prediction via Koopman Theory

Consider a discrete-time system® expressed as
l’t+1 = T(lL’t) . (1)

Consider a vector space F of complex-valued functions
(known as observables) with the system’s state space as their
domain. One can think of the observables g € F as mapped
or lifted states. The evolution of the observables g using the
Koopman operator K : F — F associated with system (1) is

Kg=goT, VgelF,

where o denotes function composition. To ensure K is well
defined, F must be closed under composition with 7". This
condition might force F to be infinite-dimensional if one
insists that F contains specific predefined functions (such as
functions that return the full state values).

The Koopman operator propagates the system one step
forward in time according to

Kg(xi) = goT(x:) = g(T'(2+)) = g(we+1) - 2)

30ne can also describe similar constructions for continuous-time dynamical
systems, but we delay its presentation to Section IV.
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Fig. 4. A glance at the Koopman Operator Theory.
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The lifted states g(z) essentially transform the original (non-
linear) system into a linear one evolving at the Koopman space
which can afford the design and implementation of a variety
of linear controllers (such as LQR).

To avoid dealing with infinite-dimensional spaces, a finite-
dimensional representation of the Koopman operator can be
employed instead. Thus, finite-dimensional subspaces of F
that are invariant under the Koopman operator play a crucial
role. Formally, let S C F be a finite-dimensional Koopman-
invariant subspace and restrict the action of the Koopman
operator to S as K[s: & — S. Since S is finite-dimensional,
given any basis for it, one can represent the operator [
by a matrix. Formally, let ¥ be a vector-valued function
whose elements form a basis for S, then there exists a matrix
K € Cdim(8)xdim(S) gych that

K =PoT =K, 3)

where in the first term, the Koopman operator acts elements-
wise on ¥. Combing (3) and (2) yields a linear evolution of
system trajectories, thus enabling the use of methods from
linear systems theory for (1), that is

‘I’(.]ft+1) = K‘I’(]}t) . (4)

By defining z; := W(x;), (4) can be written as z;11 =
Kz which is in linear form. If the space S contains the state
observables g;(x) = x°, where x* is the ith element of state z,
then one can choose the basis ¥ in a way that contains g;’s as
its elements.* In this case, the lifted linear system (4) captures
the complete information of the original nonlinear system (1).
Moreover, the eigendecomposition of matrix K allows one
to identify the Koopman eigenfunctions and eigenvalues. We
refer the reader to Section IV for more details.

It is generally challenging (sometimes impossible) to find
exact finite-dimensional invariant subspaces that contain all
the state observables. A popular way to tackle this issue is
via approximations. Suppose the space F is equipped with
an inner product, given any arbitrary space S (not necessarily
invariant under the Koopman operator). In that case, one can
consider the operator PsKC : F — F, where Ps is the
orthogonal projection operator on S. For this operator, the
space S is invariant by construction. Therefore, we can restrict

4 This is referred to as the full-state observability assumption [25]. More
generally, state observables can be written as a linear combination of elements
of W, if they are contained in S.
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the action of this operator to S as PsK[s: S — S and given
a basis W for S, the operator admits a matrix representation

PskKW® = KW |

where K € CAim(S)xdim(S) n thjg case, one can write an
approximate version of (4) as follows

U(241) = [K®](2)) = [PsK®](z) = K®(z,).  (5)

By defining z; := ¥(x,), the previous equation can be written
in an approximate linear form 2,41 ~ Kz, enabling the use of
efficient linear methods to approximate the system’s behavior.

In practice, we typically have access to discretely sampled
measurement data of the system. This can then be used
to obtain a finite-dimensional approximated matrix of the
infinite-dimensional Koopman operator and these Koopman-
based components. Of all the approximation approaches, one
of the most popular algorithms is the Extended Dynamic Mode
Decomposition (EDMD) approach [25]. In particular, if F is
the Lo space based on the empirical measure on the data set,
the procedure above corresponds to EDMD, which allows one
to compute the matrices K and K solely based on data by
solving least-squares problems (see Section IV-B for details).

The Koopman operator theory, along with its data-driven
estimation approach EDMD, was initially formulated without
accounting for inputs. Several ways have been proposed to
include control inputs. For example, control inputs can be
integrated into the definition of W by treating them as an
augmented state [26]. Then, the process described above can
be employed similarly for estimating the system z;4; =
T(xy,u). A detailed discussion on how to deal with this case
is provided in Section I'V-C.

III. IMPLEMENTATION AT A GLANCE

This section summarizes how to train a Koopman-based
model and use it for control synthesis. There are mainly
three steps: data collection (from physical experiments or
simulations), model training, and control synthesis as shown in
Algorithm 1. Next, we present a high-level overview of each
step; more details are also provided in Section V.

The quality of the training data greatly impacts the ability
to learn an accurate representation of the underlying system
and, subsequently, apply effective control. The aim is to collect
sequences of state and control measurements that allow one
to learn how an initial state and control input map to the
next state: (x¢,u;) — x441. To learn a globally accurate
representation, training data must sample the entire state and
control spaces X and U, respectively. While this is practically
infeasible, one should strive to capture training data that cover
as much of the operating space of the robot as possible. A non-
uniform data distribution will bias the learned model toward
the more frequently observed states in the training dataset.

Given a training dataset, one can learn a Koopman model
after selecting the basis functions as well as the optimization
criteria and parameters. The basis functions determine the
structure of the Koopman representation (i.e. linear, bilinear,
nonlinear) [27] and can be either composed based on a pre-
determined dictionary of functions or learned (e.g., via a neural
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Fig. 5. Overall structure of the modeling and control of robotic systems with
the Koopman operator theory.

Algorithm 1 Implementation Algorithm

Data Collection:

o States and Inputs Determination: Based on the control
objective and sensors available on the system, determine
the state and input.

e Data Collection: Collect data with approaches like those
discussed in Section V-A.

o Data Preprocessing (as required): Perform data curation:
normalize when the magnitude among different states
varies too much; filter and/or average to remove noise;
interpolate between measurements to ensure consistent
temporal spacing across all training samples, etc.

Model training (Online or Offline):

e Lifting Function Selection: select lifting functions, e.g.,
polynomials or NN-based approaches, etc. Refer to
Sec. V-B for ways to define the dictionary of observables.

o Koopman operator estimation: Utilize X, U to estimate
the Koopman operator K.

e Koopman eigenfunctions calculation (Optional): obtain
the Koopman eigenfunction of the operator for analysis
if needed.

o Compute Koopman Mode, eigenvalue and eigenvector
expressions (Optional)

Control Synthesis

e Design the Controller: design control structure, e.g.,
LQR, based on the estimated Koopman model.

o Feedback Signal Collection (if applied): obtain
real-time observations from the robot.

e Obtain Control Signal: calculate the control input to drive
the robotic system to achieve the control objective.

network). The optimization, too, can differ and, besides opti-
mizing for modeling error, it can include regularization terms,
constraints that enforce, or cost terms that promote model
properties (i.e. stability). Modeling errors can be assessed
by different metrics, and this choice affects the answer one
obtains, as well as the computational complexity of solving the
corresponding optimization. The most direct implementation
involves a least-squares regression solution that can be com-
puted efficiently in real-time. After training a Koopman model,
and depending on the structure of the dynamics, one can
deploy appropriate feedback control methods. For example,
linear Koopman models are used with LQR or linear MPC, and
bilinear Koopman models can pair up with nonlinear MPC.
An implementation overview of Koopman operator theory
in robotic systems is included in the supplementary tutorial
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(https://shorturl.at/ouES9). We also recommend investigating
the impact of different dictionary selections and experimenting
with various approaches to estimate the Koopman operator
using the code provided by [28]. Additionally, designing
and implementing different controllers can be explored using
examples provided in [29], while the scripts used in [30], [31]
offer insights into active data collection.

IV. THE KOOPMAN OPERATOR AND ITS APPROXIMATION

We present the Koopman operator for both discrete- and
continuous-time dynamical systems and present data-driven
approaches to approximate it with finite-dimensional repre-
sentations. Key notation is summarized in Table I.

TABLE 1
KEY NOTATION USED IN THE REVIEW.
Notation Description
T State
u Input
Ny Dimension of state x
Ny Dimension of input
t Index for online system propagation
g Observable function
K Koopman operator of discrete-time system
{Kt} Koopman operator group of continuous-time system
KgpMmp | Approximated Koopman operator via EDMD
La Koopman generator
mE?MD EDMD Predictor
¢ Koopman eigenfunction
Ao Koopman eigenvalue w.r.t ¢
Vg Left eigenvector of KgpymbD
Dimension of observables’ dictionary;
N . .
Size of estimated Koopman operator
Un The n-th lifting function
v Vector-valued observation

A. Koopman Operator

We briefly review the Koopman operator for discrete- and
continuous-time systems following [32], [33].
1) Discrete-Time Case: Consider the discrete-time system

Ty =T(xy), ze€X RN | (6)

Let F be a vector space defined over the field C, comprised
of complex-valued functions with domain X'. Assume F is
closed under the composition with 7', i.e. go T € F for all
g € F. Then, we define the Koopman operator £ : F — F
associated with system (6) as

Kg=goT, VgeF . @)

This definition readily implies that /C is a linear operator, i.e.
K(Clgl + ngg) = ¢1Kg1 + c2Kgs, for all ¢1,c0 € C and
g1, 92 € F. The linearity of the operator naturally leads to the
concept of spectrum. Specifically, the point spectrum of the
Koopman operator and its eigenfunctions play an important
role in system analysis. The nonzero function ¢ € F is an
eigenfunction of IC with eigenvalue A\, € C if

Ko =2Ars0 . ®)

It is crucial to observe that Koopman eigenfunctions evolve
according to linear difference equations on the system trajec-

tories, i.e. (z41) = ¢ o T(xr) = Ko(xr) = Apd(z4).

Since the space F is generally infinite dimensional, imple-
menting the Koopman operator’s action on digital hardware
is not feasible. To tackle this issue, finding finite-dimensional
representations for the operator is of utmost importance. This
leads to the concept of finite-dimensional invariant subspaces
under the operator. Formally, £ C F is an invariant subspace
under the Koopman operator if f € £ for all f € L. If
L is finite-dimensional, one can take a basis ¥ for it and
describe the operator’s action (and consequently the system’s
dynamics) by a matrix K as

PU(zT)=WoT(x) = K¥(z) . )

Note the parallelism between the composition with 7" in this
equation and the definition of the operator in (7).
2) Continuous-Time Case: Let us now consider the system

i=G(z), ze€XCRN | (10)

where the map G is continuously differentiable. For ¢t € R>,
let Gt : X — X be the associated flow map defined as
G(x(r))dr

G'(x(0)) := x(0) + /t an

=0
for all initial conditions z(0) € X. We assume the flow map
(11) is well-defined for all ¢ € R, i.e. it is a complete flow.
Similarly to the discrete-time case, consider the vector space
F defined over the field C, comprised of complex-valued
functions defined on the domain X C RN, Assume F
is closed under composition with the flow map G, for all
t € R>o. Then, for each ¢ € R>g, we can define a Koopman
operator Kt : F — F, similarly to (7), as

K'f=fod,

If F is a Banach space with norm || - || and the family of
operators {K'};cg., is a strongly continuous semi-group,’ i.e.
it satisfies B

1) KY=id,

2) KChittz = [Ch ICtQ, for all ¢1,t5 € Rzo s

3) }i\n(l)Hlth—fH =0, forall feF,

VfeF . (12)

where id is the identity operator on F, then we can define
the infinitesimal generator L5 : F — F of the semi-group

{ICt}teRzo as

t
Lgf::}i\r‘%W:G-Vf, vfeF, (13)
where - and V represent the dot product and the gradient
operator respectively. Lg is often referred to as the Koopman
generator.® By convention, we define the eigenfunctions of
the Koopman semi-group slightly differently from the typical
definition. A nonzero function ¢ € F is an eigenfunction of

the semi-group {K'}/cr., with eigenvalue Ay € C if

Kip =erotp, VYt e Rsg. (14)

3 See for example [33, Chapter 1] for specific choices of G' and F that
turn {ICt}teR> o, into a strongly continuous semi-group.

6 The definition of Koopman generator can be slightly relaxed to hold on
a dense subset of F [33, Chapter 1].
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For strongly continuous semi-group of operators, given the
Koopman generator, (14) leads to the equivalent definition

Lap = /\¢¢ . (15)

It is important to observe the similarity between (15) and (8).
The concept of invariant subspaces for the continuous case is
then analogous to the discrete-time case.

B. Extended Dynamic Mode Decomposition (EDMD)

In practice, we have access to discrete measurement data of
the system to obtain a finite-dimensional approximated matrix
of the infinite-dimensional Koopman operator. Extended Dy-
namic Mode Decomposition (EDMD) approach [25] is among
the most widely-used approximation methods.

Consider data matrices taken from system (6) as

X =[x, 22,...,2Mm] ,

Y: [y17y27"'7yM]7

where y; = T'(x;) forall ¢ € {1,..., M}; we can also use the
state history Y = [zo, ...,z , 2p+1]. We need a dictionary
of functions that lift state variables to the higher-dimensional
space where the observable dynamics is approximately linear.
Define the dictionary W(z,,) = [t1(2m),- -, Un(zm)]T.
Then, the Koopman operator can be approximated by mini-
mizing the total residual between snapshots,’

1 M
I=3 L ) = K@) 09)

This can be solved as a least-square problem, yielding

G = ﬁ Z%:l ‘I’(mm)‘l’*(xm),
A= JT14 Z:\n/lzl ‘I’(Im+1)\1l*(xm)7
a7
with T being the pseudoinverse and * the conjugate transpose.
Define the action of the dictionary on a data matrix X by
U(X) = [P(x1),P(x2),...,P(xpr)]. Then, EDMD can be
equivalently formulated as a least Frobenius-norm problem

mini}(nizeHlIl(Y) - K¥(X)|r, (18)

KEDMD = 146;#(7 where {

with the closed-form solution

Kgpup = U (Y)¥(X)T (19)

The matrix Kgpump captures important information about the
Koopman operator. Formally, given a function f € span(¥)
denoted as f(-) = v?\Il() = Zf\;l(vf)iwi(), the EDMD
predictor for the function K f is defined as

m%?MD = U?KEDMD\I’ . (20)

Note that Px; € span(¥) even if Kf ¢ span(¥). An
important special case of (20) is for functions of the form
#(-) = vIW(.), where v, is a left eigenvector of Kgpmp
(that is, vy Kepump = )\(;w;f), which leads to the approximated

Koopman eigenfunction
PP = 0] Kepup® = Apv ¥ = Ay . (21)

7 For ease of exposition our notation is transpose of the notation in [25].

The approximation error of the predictors in (20)-(21)
depends on the selected dictionary of functions W. More
precisely, the error depends on how close span(¥) is to be
invariant under the Koopman operator. To understand this, it
is important to observe that Kgpyp does not capture the
Koopman operator itself but it encodes the projection of the
operator’s action on span(¥), i.e. EDMD approximates the
following linear operator

Pspan(\p)lc F— f, 22)
where Pg,an(w) : F — F is the Lo (jux )-orthogonal projection
operator on span(W¥) and the Lo inner product is calculated
based on the empirical measure

1 M
MX:M;6117

with J,, the Dirac measure at point ;.

Since span(®) is always invariant under the operator
in (22), one can restrict the action of (22) to span(¥) and
represent the restricted operator by a matrix (which, for exact
data, coincides with Kgpwvmp) [34], [35]. This connection
between EDMD and the Koopman operator leads to many
important properties, including the convergence — as the dic-
tionary of basis functions grows — of the operator defined by
EDMD matrix to the Koopman operator in operator topology,
capturing the Koopman operator’s eigenvalues, as well as weak
convergence of eigenfunctions. We refer the reader to [35] for
the detailed analysis and statements.

It is important to realize that none of the aforementioned
convergence results imply that a larger finite-dimensional
space is necessarily better for prediction. For example consider
the linear system z* = 0.5z with two dictionaries ¥4 (x) = x
and Wo(x) = [z,sin(x)]. Despite span(¥;i) C span(¥s),
prediction on span (W) is exact (since it is invariant under the
Koopman operator associated with the system). In contrast, the
prediction on span(Ws) has large errors for some functions
(see e.g., [36]-[38] for methods that remove functions to prune
subspaces and improve the prediction accuracy).

In general, to observe the asymptotic convergence phenom-
ena of EDMD to the Koopman operator described in [35], the
dimension of the dictionary and the number of data points must
be sufficiently large. Moreover, without a system’s model, it
is not possible to estimate a lower bound on the dictionary’s
dimension to achieve a predetermined level of accuracy. In
addition, if the dictionary sequence is chosen based on a
given basis for the space F (that is not chosen based on
the system’s knowledge), the dimension of the dictionary
required to achieve a high accuracy level might be extremely
large. Therefore, for practical applications, it is imperative to
design or learn dictionaries based on information available
from the system and/or data to achieve a reasonable accuracy
on relatively low-dimensional subspaces. We refer the reader
to Section V-B for more information on such methods. One
last observation is that these convergence results only hold for
systems without control inputs. Further discussion on these
can be found in Section VII.

(23)
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Remark 4.1: (Dynamic Mode Decomposition): Dynamic
Mode Decomposition (DMD) is a data-driven method origi-
nally proposed to extract coherent features of fluid flows [39].
Although developed before EDMD, the exact variant of
DMD [40] can be seen as a special case of EDMD where there
is no lifting on the data. Alternatively, the EDMD dictionary
can be set as the identity map to recover the exact DMD.

C. Koopman Approximation for System with Inputs

The Koopman operator theory and EDMD were originally
proposed without the consideration of inputs. To generalize the
Koopman theory to allow for control inputs, the corresponding
dynamical systems can be extended from (6) and (10) as

ZTip1 = Tu(zy, up) and & = Gy (z,u) , (24)
with v € RM«. For convenience, we only discuss the case
of discrete-time systems in the following (the treatment for
continuous-time systems is similar). Define a set of observ-
ables g(z,u) that are functions of both the state and the
input. The Koopman operator acting on the space of those
observables is expressed as
Kg(xe,ut) = go Ty = g(Tulze, ur), urs1) - (25)
Because (24) only prescribes how the state evolves, this
formulation is, in general, ill-posed as it treats the state and
the input as being the same when they are not. However, this
formulation can work in specific cases [41]:

1) If the input is a time-invariant constant forcing signal,
i.e. ugr1 = ur = ¢, (25) can be rewritten as Kg(z,c¢) =
g(Tu(l‘h C), C)'
2) If the input is generated as a function of states, i.e. via
closed-loop control so that u; = f,(x;), (25) can be sim-
plified to contain only the state as Kg(z;) = §(T(x1)),
where Tu is a function of T}, and f,, and g is a function
of g and f,. Thus, a known closed-loop control law can
reduce the complexity of the Koopman expression.
3) If the input follows its dynamics, ie. wup4; =
fulug), (25) can also be simplified as Kg(Z)
g(T, (i) by treating the inputs as states, i.e. & = [z; u).
When the input is generated from exogenous forcing, which
is common in robotics, then (25) keeps its general form.
Approaches to consider in this case include approximating
the action of the inputs on the evolution of observables
linearly (i.e. g o T, = Kg(z:) + Buz) or bilinearly (i.e.
goTy, = Kg(x;)+ Buy + g(x;)" Fuy). Through the Koopman
canonical transform [29], [42], control-affine systems x;4+1 =
T(z¢)+ >, hi(z¢)ui can be transformed into a bilinear form.

Dealing with control system (24) is significantly more
difficult than system (6). The difficulty is rooted in the
difference between the input and the state. The state is a
fundamental property of the system and evolves according
to its dynamics, while the input in an open loop system is
not known a-priori, and its choice can significantly alter the
system’s behavior. Below, we discuss two different ways to
deal with this fundamental issue.

Considering All Infinite Input Sequences: The work
in [43] tackles the aforementioned issue by considering the
system’s behavior over all possible input sequences. Formally,
consider the space [(U/) comprised of all possible infinite input
sequences {u;}3°, with u; € U and let S : [(U) — [(U)
denote the left-shift operator on {({/), mapping the sequence
{u;}324 to {u;}2,. Now, consider the extended state x4 :=
(z,us) € X x l(U) and define the dynamical system

vt = (z,us)" = (Tu(x,us(0)), Sus) =: L(x,) , (26)

where u(0) is the first element of u. As in (7), we can define
a Koopman operator K, : H — H for system L in (26) as

Kpf=foL, VfeH, 27

where the vector space H is defined over the field C, consists
of functions with domain X x [(/) and codomain C, and is
closed under composition with L, i.e., goL € H forall g € H.

Note that due to the dependency on infinite input sequences,
working with operator (27) is significantly more difficult than
in the case for (7), as it does not afford a direct way to find
general finite-dimensional models for systems with access to
finite input sequences. However, since [43] aims to use model
predictive control, which requires relatively accurate short-
term prediction, it assumes the dynamics can be approximated
by a lifted linear model (termed linear predictor) as

2T = Az + Bu, (28)

where z is the lifted state starting from the initial condition
20 = ¥(x0) (here ¥ : X — RN¥ is the lifting map). One can
estimate the matrices A and B in (28) with an EDMD-like
method. However, it is crucial to keep in mind that since the
model does not consider infinite-input sequences, it does not
generally capture all the information of the operator Ky,. Even
if the dimension of the lifted state goes to infinity, one cannot
generally conclude convergence of the lifted linear model
trajectories to the trajectories of the nonlinear system (24);
see also [43, Discussion after Corollary I].

Koopman Control Family: An alternative Koopman-
based approach to model the system (24) does not rely on
infinite input sequences and it is easier to use for finite-
dimensional approximations [44]. The central idea is that one
can represent the behavior of (24) by a family of systems
in the form of (6) generated by setting the input in (24) to
be a constant signal. Consider the family of constant input
dynamics {7 }acys defined by

T =Ty(z) =Tu(v,u=14), A €U . (29)

For any trajectory {z;}7"! of (24) generated by input se-
quence {u;}, and initial condition z(, one can write

Tmt1 = Tu,, © Tu,,_, 0 Tuy(T0) (30)

Hence, the subsystems of the family {7%;}acyy completely
capture the behavior of (24). Moreover, we can use (7) to
define Koopman operators for each subsystem. Consider the
vector space J over field C comprised of complex-valued
functions with domain X that is closed under composition
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with members of the family {7} }acy- The Koopman Control
Family {K}aeu is defined such that for all 4 € U we have

Kag=goTa, Vge F.

The Koopman Control Family can completely capture the
evolution of functions in F over the trajectories of (24). Given
a trajectory {z; ;”:J{l of (24) generated by input sequence
{u;}™, and initial condition xy, one can write

g(l’m+1) = [’CU(),CUI "'Kumg](x())v VQ eF.

Similarly to the case without control inputs where
Koopman-invariant subspaces lead to a finite-dimensional lin-
ear form (cf. (9)), the models on common invariant subspaces
of the Koopman control family are all in the following form
(termed “input-state separable model”, cf. [44, Theorem 4.3])

B(at) = B o T(e.u) = Alu)B(x)

where ® : X — CNe is the lifting function and A : U —
CNe*Ne js a matrix-valued function. Note that the input-state
separable model is /inear in the lifted state but nonlinear in
the input. This is because, in an open-loop system, the input
does not abide by predefined dynamics. Therefore, one cannot
use the structure of the Koopman operator to represent the
nonlinearity in the input as a linear operator. Interestingly,
the popular lifted linear, bilinear, and linear switched models
(e.g., [45]) are all special cases of the input-state separable
form (cf. [44, Lemmas 4.4-4.5]). In case there is no suitable
common invariant subspace, one can approximate the action
of the Koopman Control Family on any given subspace via
orthogonal projections. See [44] for theoretical analysis, data-
driven learning methods, and accuracy bounds.

V. IMPLEMENTATION DETAILS

Having discussed the overall implementation as well as
the fundamental theoretical results underlying the Koopman
operator in robotics, we now take a deeper look into important
implementation steps covering data collection, model estima-
tion (with a specific focus on the selection of lifting functions),
and controller design. Here, we present a comprehensive array
of specific approaches and engage in detailed discussions
regarding various options within each step.

A. Data Collection

As in all data-driven algorithms, the type and amount of
(training) data to collect play an important role in model
accuracy and control efficacy. Optimizing the data collection
process in Koopman-based methods is an active research
direction [46], [47]. Methods focus on the collection of both
offline and online measurements.

One of the most common methods to collect data is random
selection [48], i.e. generating measurements by propagating
the system with random initial conditions and input signals.
To enrich the diversity of the data, one should select initial
conditions and inputs over the entire operating range of the
robot [27], [46]. An enclosed area might be required for
safety [49]. The random collection approaches are more widely

used for soft robots [50]-[52] as soft parts do less harm to their
surroundings if an aggressive command is selected by chance.

However, generating data with random inputs can com-
promise safety, especially for rigid robots. One attempt to
solve this challenge is to design a baseline controller, which
can be open-loop and naive but is improved over time. For
example, [31] utilizes the controller obtained from the previous
episode to generate training data used for the current episode.
By doing that, we can obtain observations in a safer way and
with more valuable information. Another way that emphasizes
the effectiveness of data is to account for the value of informa-
tion, i.e. add constraints on information richness when solving
the optimization problem. These ideas are closely connected
to active learning [30], which we will discuss in Section V-C2.

For methods that rely on extracting dynamics from data, it
is important to consider the stochastic case, when the mea-
surements used for estimation are noisy, as the efficiency and
quality of data have a significant impact on the performance
of the estimated model and hence the controller design. To
quantify and emphasize the effect of noise, [53] presents a
procedure for deriving loose and tight bounds of the prediction
error using Dynamic Mode Decomposition (DMD). The gen-
eral version for EDMD is explored in [54]. Once the explicit
prediction error due to noisy measurements is derived, this
work describes how the proposed algorithm and the resulting
prediction error can be utilized in controller design, providing
robustness guarantees for the perturbed systems’ performance.
Another approach [48] to minimize the effect of modeling
uncertainties and external disturbance is to include the usage
of a Kalman filter. First, an augmented model is derived
to include the disturbance model in the ordinary Koopman
structure, and then a Kalman filter is adapted to estimate the
observables and disturbances simultaneously. We delve into
a comprehensive discussion about understanding and dealing
with the impact of measurement noise when estimating the
Koopman operator through EDMD and DMD.

1) EDMD and DMD with Measurement Noise: Here we
discuss methods that deal with the effect of measurement
noise in data following [55]. To better understand the effect
of measurement noise in EDMD, we reformulate (18) as

IA]E

minimize
K,A

subject to YY)+ A=9(X)TKT. (31)

This reformulation ® immediately reveals two issues when data
matrices are noisy.

e Lack of correction in ¥ (X): Based on (31), EDMD finds
a correction for ¥(Y) with minimum Frobenius norm
subject to the optimization constraints. However, EDMD
does not provide any correction for W (X). If ¥(X) is
noisy, the EDMD solution will be incorrect. This is a
limitation inherent to least-squares methods where noise
in both dictionary matrices ¥(Y") and ¥(X) can lead to
inconsistent solutions [56].

o Noise distortion after applying the nonlinear map W:
Since we measure the data X,Y and pass them

8 The notation in [55] is the transpose of the notation employed here.
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through W, noise in X,Y gets distorted. (Even if the
noise in X,Y is zero-mean and i.i.d, distorted noise
in ¥(Y),®(X) is in general neither.) Corrections to
U (Y), ¥ (X) are needed to counter the noise distortion.

To address these issues, one should add a correction term
for ¥(X) and introduce additional terms canceling the noise’s
distortion. This leads to

M 2
Dol aa)s €7
i=1

U(Y)" = Byy)yr + A2
= (¥(X)" = Byx)r + A)KT,

minimize
K,A1,A2

subject to
(32)

where [A1, As]; denotes the ith row of the matrix created by
concatenating A1, Ay side by side. Here, By (x)r, Bygy)r
account for the bias created by noise distortion in
U(X)T,w(Y)T, and Ci_l/z’s account for the covariance
distortion (for simplicity, we do not provide the precise
expressions, but explicit formulas of the bias and covariance
corrections can be found in [55]). The problem (32) is an
element-wise weighted total least squares optimization [57],
[58]. Under appropriate conditions on data-sampling and dic-
tionary functions, (32) applied on noisy data provides a weakly
consistent estimator of the EDMD’s solution applied on noise-
free data (see e.g., [55], [57]).

The measurement noise problem in DMD can be addressed
more directly since there is no lifting via a nonlinear dic-
tionary, so noise distortion does not occur. Hence, instead
of solving (32) one only needs to form a total least squares

problem [59], [60] as
o 2
wnke 82l
subject to YT+ Ay = (X7 +A)KT, (33)

Under some conditions, (33) provides a strongly consistent
estimator for the DMD’s solution on noise-free data [61].

An alternative approach to deal with noise in DMD is to
consider both forward and backward dynamics. Given that
for a nonsingular linear system, the forward and backward
dynamics are inverse of each other, the work in [59] proposes
the use of forward and backward DMD on the data to account
for the effect of noise that is assumed to be additive to data,
normally distributed, and with zero mean. In this case, one
can approximate the correct DMD matrix as

Komp ~ (AfypAbyp)
DMD N( DMD DMD) ’

where Al and Al are the debiased solutions of DMD
on the noisy data forward and backward in time. Alterna-
tively, [62] proposes a different method to consider the forward
and backward dynamics by solving
1 1
inimi Y - KX|3+ 2| X - K'Y |7 .
minimize | I3 +3] I3

This optimization problem aims to find the matrix K to
account for forward and backward dynamics. The problem
is highly non-convex and hence difficult to solve: the work
in [62] provides several algorithms to solve it efficiently.

B. Model Estimation — Lifting Functions Design

The lifting functions are crucial because they serve as the
basis for constructing a linear approximation of the (nonlinear)
system’s state evolution. A poor choice of the lifting functions
can significantly impact the estimation accuracy of the Koop-
man operator and the higher-dimensional linear dynamics.

Existing examples regarding the design of the lifting func-
tions fall under several main directions. The first one is em-
pirical selection. For example, discontinuous spectral elements
can make the observation matrix block diagonal [25], Her-
mite polynomials are best suited to problems where data are
normally distributed, and radial basis functions are effective
for systems with complex geometry. However, empirical ap-
proaches can be time- and effort-demanding and cannot guar-
antee generalization to and efficiency in new cases. Another di-
rection is mechanics-inspired selections since robotic systems
have certain characteristic properties, e.g., degrees of freedom,
configuration spaces, and workspaces, that can be acquired
without knowledge of their exact dynamical models. These
properties reveal fundamental information about system states
and dynamics and can provide intuition on how to select lifting
functions required for Koopman operator approximation [63].
A third approach is to synthesize basis functions out of higher-
order derivatives of the states (in the continuous time) [64] or
past measurements (commonly referred to as Hankel Koopman
models) [65], which can be used for completely unknown
dynamics. Lastly, one can compare and optimize over multiple
sets of lifting functions to find a proper basis set, but the
question of how to select these sets efficiently remains open.

Next, we describe in detail data-driven methods for the
identification of dictionaries/subspaces that lead to accurate
Koopman approximations. These methods have in common
their reliance on the notion of Koopman-invariant subspace
and the fact that the restriction of the Koopman operator to
such subspaces is exact. They are highly connected to the
convergence analysis introduced earlier in Section IV-B.

1) Optimization-based Methods: Learning in original co-
ordinates: Available data can be used to learn an appropriate
dictionary. The work [66] takes advantage of the eigenfunction
evolution on non-recurrent sets and provides an optimization-
based approach to directly learn Koopman eigenfunctions
which naturally span invariant subspaces, leading to accurate
long-term prediction. The work [67] uses a sparsity-promoting
approach to derive the learned subspace to being close to
invariant under the Koopman operator. Another popular ap-
proach is the use of neural networks or other parametric fami-
lies (such as polynomials, Fourier, or radial-basis functions) to
learn appropriate dictionaries (while fixing the state variables
as a part of the dictionary) through the optimization

minimize |[|¥(Y) - K¥(X)|F,
PF

34
KERIMXA/I,‘I’E ( )

where PF is the parametric family of choice. This optimization
can be solved simultaneously in both variables K and ¥ [68],
in a sequential manner in each variable [69], or one can simply
use the closed-form solution (19) of EDMD [70], to write

L _ +
mlgler{)lézeH\Il(Y) T (Y)®(X) O(X)|F . (35)
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Note that the cost function in (35) is the residual error of
EDMD at the optimal solution. It is important to note that (34)-
(35) are prone to over-fitting, therefore regularization may be
necessary. More importantly, optimization problems (34)-(35)
are solved over a parametric family of functions (not just the
EDMD matrix); therefore, they are generally non-convex and
finding globally optimal solutions is not guaranteed.

Enforcing subspace invariance under the Koopman op-
erator: Minimizing the EDMD’s residual error in (34)-(35)
does not necessarily lead to a close-to-invariant subspace.
Figure 6 illustrates this point with an example of a non-
invariant subspace whose residual error can be made arbitrarily
small depending on the selected basis of functions. Therefore,
optimization problems (34)-(35) might lead to models not
suitable for long-term prediction.

The work in [71] addresses this problem by providing an
alternative loss function that captures the quality of the sub-
space. The notion of temporal forward-backward consistency
index (or consistency index for brevity) is defined as °

To(W, X, Y) i= Amax (I — KpKp) . (36)

Amax (+) denotes the maximum eigenvalue of its argument, and
Kp=%(Y)¥(X)",

Kp=9(X)¥(Y)", 37

are the EDMD matrices applied forward and backward in time
on the data set. The intuition behind this definition is that when
the subspace is Koopman invariant, the forward and backward
EDMD matrices are inverse of each other and therefore Zpo =
0; otherwise, Z¢ # 0 and the larger Z¢, the larger the deviation
between forward and backward EDMD matrices from being
inverse of each other.

The consistency index has several important properties.
(1) Z¢ € [0,1]; (2) Unlike the cost functions in (34)-(35), Z¢
only depends on the subspace span(®) and not any specific
basis (Fig. 7 illustrates this); (3) Under specific change of
basis, Z¢ can be viewed as the maximum eigenvalue of a
positive semidefinite matrix (I — KpKp is not generally
symmetric) enabling the use of common optimization solvers;
(4) Importantly, it provides a tight upper bound on the relative
prediction error of EDMD on the entire subspace. Formally,

1S = Bres | ux)

VIe(P,X,Y)= max
( ) fespan(®),[Kfllzy )20 ISl La(ux)

where ‘Br s is the EDMD’s predictor for K f in (20) and the
L5 norm is calculated based on the empirical measure (23).

Minimizing the consistency index is equivalent to the fol-
lowing robust minimax problem (where we have a closed-form
expression for the max part)

IF = Bresll Lo (ux)
I Lo (ux)

which minimizes the maximum EDMD function prediction
error over the subspace. Note that, by minimizing the con-
sistency index, one accounts for accurate prediction of all
uncountably many members of the function space, as opposed

minimize
W cPF

max ) (38)
FEspan(®),[IKS [z x) #0

9 This definition is equivalent but different from the definition in [71].

10° 10

B

Fig. 6. EDMD’s residual error for linear system z+ = 0.6z and the
family of dictionaries Dg(z) = [z,x + Bsin(x)] with 8 € [0.01,100].
Note that for all 5 € R\ {0}, all dictionaries span the same subspace
S = span{z, sin(x)}. The residual error depends on the choice of basis for
subspace S. More importantly, S is not Koopman-invariant but the residual
error can be arbitrarily close to zero depending on the basis.
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Fig. 7. The square root of consistency index for the system and family of
dictionaries of Fig. 6. Unlike EDMD’s residual error depicted in Fig. 6, the

consistency index does not depend on the choice of basis and accurately
measures the approximation quality of the subspace.
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to only finitely many functions in the optimizations (34)-
(35). Therefore, by minimizing the consistency index, one can
expect a more accurate prediction, especially in the long term.
Figure 8 illustrates this point in a nonlinear pendulum example.

Learning a Change of Coordinates: The previous opti-
mization methods aim to learn the dynamics in the original
coordinates. However, the most intuitive coordinate system is
generally not the best. A better approach would be to choose
;Koopman eigenfunctions as the basis for our coordinates
along which dynamical evolution is linear, i.e. we can choose
the injective (so it can be inverted) vector-valued function
®(z) : RN> — RM* that spans an (approximately) invariant
subspace as our new coordinates and build an inverse map
© : R(®) — RNe, where R(®) is the range of ® and
ideally we have ©(®(z)) = « for all € R"=. Therefore,
the dynamics in the new coordinates can be written as

®(xt) = A®(2),
zt =0 (®(z)),

where A € RNexNe Note that if ® is injective, we can
work in the ® coordinates and do not necessarily need to use
the inverse map ®. However, analytically checking whether a
map is injective or not is computationally intensive or even
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Fig. 8. We consider here the pendulum [0, ] = [w, —9.81sin(d) — 0.1w]
and a parametric family of dictionaries comprised of 5 functions in the form
W¥(0,w) = [0,w,NN1,NNa, NN3|, where each NN is a feedforward neural
network. The plot compares the prediction of the pendulum’s angle evolution
given linear predictors on the subspaces learned by minimizing the consistency
index (equivalent to robust optimization (38)) and minimizing the residual
error of EDMD (cf. (35)). The subspace learned by minimizing the consistency
index is superior in long-term prediction. This is due to the fact that it accounts
for all (uncountably many) members of the function space rather than only
finitely many members considered in the residual error of EDMD.

intractable (see e.g., [72]); therefore, the maps ® and ©
are often learned simultaneously from data as a part of an
auto-encoder neural network structure [73]-[75]. The work
in [76] formulates a similar problem using rank-constrained
semi-definite programs and provides convex relaxations to
identify the linear embedding and the mapping that leads to
the system’s states.

Stability of attractors and dictionary learning: An im-
portant system property is the stability of attractors. This
phenomenon is directly related to the existence of certain
Koopman eigenfunctions [77]. Even though the Koopman
operator is infinite-dimensional, the stability of the attractors is
generally decidable by finitely many eigenfunctions. Moreover,
these eigenfunctions lend themselves to a Lyapunov formula-
tion, thus enabling the use of already existing rich literature
of Lyapunov-based tools. The work [78] studies the stability
problem from the angle of contractions and shows the equiv-
alence of contraction and Koopman-based results regarding
stability. Using the connection of Koopman eigenfunctions
to attractors’ stability, [79] provides a neural network-based
method to learn Lyapunov functions from data. Moreover, [80]
provides a numerical method to build Lyapunov functions
using Koopman eigenfunctions leading to estimates for the
regions of attractions and their geometric features. In the
context of dictionary/subspace learning, by enforcing the
stability in the learned model (given the knowledge about
the attractor’s stability), one can ensure a more realistic and
accurate model [81]-[83].

2) Algebraic Search for Koopman-Invariant Subspaces:
The optimization methods described above do not generally
come with guarantees on the quality of the identified subspaces
unless a global optimizer is found. However, this can be
difficult since they often rely on objective functions that are
non-convex and employ parametric families that lack desirable
algebraic structures (e.g., neural networks). Interestingly, im-
posing the structure of a vector space on the parametric family

allows one to effectively utilize the linearity of the Koopman
operator for the identification of both exact and approximate
eigenfunctions and invariant subspaces.

The work [36] provides a data-driven necessary and almost
surely sufficient condition to identify all Koopman eigenfunc-
tions in an arbitrary finite-dimensional function space. This
result directly relies on the eigendecomposition of forward
and backward EDMD matrices (cf. (37)). Moreover, [36]
provides an efficient and provably correct algebraic algorithm
termed Symmetric Subspace Decomposition (SSD) that finds
the maximal Koopman-invariant subspace in arbitrary finite-
dimensional function spaces (termed “search space”). In ad-
dition, [37] provides a parallel version of the SSD algorithm
suitable for searching through high-dimensional spaces. Given
as search space the finite-dimensional function space spanned
by the dictionary W, any basis ¥ with elements in span(¥)
can be described using a matrix C' with full column rank
as UT(.) = WT()C. If the subspace span(¥) is invariant
under the Koopman operator, this gets reflected in the data,
R(¥(X)T) = R(¥(Y)T) (where R(-) stands for the range
space of its argument), which can also be written as

R(Ts(X)TC) = R(T,(Y)'C). (39)
Therefore, finding the largest invariant subspace within the
finite-dimensional function space spanned by the dictionary
W, can be equivalently posed as finding the matrix C' with
the maximum number of columns that satisfies (39). The
SSD algorithm and its parallel implementation build on this
observation to devise an algebraic procedure to identify the
largest invariant subspace contained in span(Wy).

Exact Koopman-invariant subspaces capturing complete in-
formation about the dynamics are rare. A typical and useful
approach is to allow for some error in the model to cap-
ture more (but inexact) information. However, it is crucial
to characterize and tune the approximation accuracy. The
Tunable Symmetric Subspace Decomposition (T-SSD) [38] is
an algebraic search algorithm able to find a suitable subspace
with any predetermined error level (specified by a tuning vari-
able) on the function approximations. Instead of requiring the
equality in (39), the T-SSD algorithm enforces the subspaces
R(¥,(X)TC) and R(P,(Y)TC) to be close. Formally, this
is captured by an accuracy parameter e € [0, 1] that specifies
the distance between the two subspaces. The T-SSD algorithm
can be viewed as the generalization of the EDMD and SSD
algorithms, cf. Fig. 9. If we do not impose any accuracy
level (allowing for up to a maximum 100% prediction error
by setting € = 1), T-SSD is equivalent to applying EDMD
on the search space. On the other hand, if we specify zero-
prediction error by setting € = 0, then T-SSD is equivalent to
SSD and finds the maximal Koopman-invariant subspace of the
search space with (almost surely) exact prediction on the entire
subspace. In this sense, T-SSD balances the accuracy and the
expressiveness (the dimension of the identified subspace) of
the model based on the parameter e¢. Figure 10 shows the
relative prediction error of the Duffing system over the search
space of all polynomials up to degree 10 and the identified
subspace by T-SSD given € = 0.02.
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T-SSD with € € [0, 1]
Fig. 9. The variable ¢ € [0,1] in T-SSD sets the balance between the
accuracy and expressiveness of the model. Both SSD and EDMD algo-
rithms are special cases of T-SSD with ¢ = 0 and ¢ = 1, respectively.

(Image taken from [38] and is available under license (CC BY 4.0):
https://creativecommons.org/licenses/by/4.0.)

C. Controller Design

1) Model-based Controller: A system model plays a pivotal
role in facilitating the design of model-based controllers,
enabling us to exploit model predictions for the selection of
appropriate control inputs aligned with a given task. As elu-
cidated in Section V, we can derive both linear and nonlinear
models from measurements using Koopman operator theory,
seamlessly integrating them into the architecture of model-
based controllers. The centerpiece and critical determinant
impacting the efficacy of these controllers is the inherent
“model.” The Koopman operator, adept at accommodating new
real-time measurements and/or pre-existing offline measure-
ments, can serve as a defining model constraint within the
formulation of the controller structure. The incorporation of
the Koopman operator into model-based control was initially
introduced in [84]. Subsequently, the concepts of Koopman
Model Predictive Control (Koopman MPC) [43] and Koopman
Nonlinear Model Predictive Control (Koopman NMPC) [29]
ensued. Through the process of estimating and refining mod-
els, utilizing either online measurements or offline learning
gleaned from data acquired within physical environments, a
Koopman-based model controller can effectively accomplish
control objectives even for systems with incomplete knowl-
edge or that are entirely unknown.

In a Koopman-based optimal controller, control inputs are
determined by iteratively solving

m]ivnimize ({Zz}Z 07{“1}1 o)
{ziity {uid; o
subject to zip1 = Fi (zi,u;)

zo = U(xy) , (40)

where [V}, is the number of time steps in the controller horizon,
J is a quadratic cost function, W is the lifting dictionary, Fi
is the Koopman-based system model, and z; and u; are the
lifted system state and input at the 7 time-step in the horizon,
respectively. The problem’s objective function penalizes devi-
ations from a desired trajectory, and its constraints enforce
consistency with a Koopman system model. With a linear
Koopman model realization, the optimization (40) becomes
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Fig. 10. Consider the Duffing System [11, 42] = [z2, —0.5z2+21(1—21)?]
over the state space [—2, 2]? with the search space comprised of all polyno-
mials up to degree 10. The right plot shows the relative EDMD dictionary
prediction error for a normalized basis of the search space and the left
plot shows the same error for the dictionary identified by T-SSD with
e = 0.02. (Image taken from [38] and is available under license (CC BY
4.0): https://creativecommons.org/licenses/by/4.0.)

a quadratic program (QP)

Np,
minimize Z z;—Gizi + uzTquZ + g;—zi + h;—ui
{zi} il {uidity =0
subject to  z;41 = Ka2; + Bu;
zZo = \Il(act) . (41)

As discussed in Section IV-A, the Koopman operator can
be used to describe a system’s dynamics in either linear or
nonlinear form. A major advantage of a linear Koopman
model realization is that it makes the formulation to be
convex. This implies it has a unique globally optimal solution
that can be efficiently computed without initialization even
for high-dimensional models [85]-[87], making Koopman
MPC well-suited for real-time feedback control applications.
Nonlinear/bilinear Koopman model realizations render (40)
non-convex, which are less efficient to solve and may only
yield locally optimal solutions [88]. Sometimes a nonlinear
Koopman realization generates more accurate predictions, in
which case such a trade-off is warranted. Bilinear Koopman
model realizations have been explored recently to combine
some of the advantages of linear and nonlinear models [27].

2) Active Learning: The linear structure of the Koopman
operator yields several advantages for learning the dynamics
of a robotic system. The closed-form solution of the linear
least-squares model fitting problem (16), (17), and (19) to
approximate the Koopman operator can be leveraged to formu-
late active-learning controllers [30]. Specifically, assume that
the Koopman dynamics from the dictionary of observables
W (zi41) = Ka¥(zt) + Buy form the mean of a normally
distributed state in the lifted space p(z¢+1|K, zx). Then, one
can form an approximation of the Fisher-Information Matrix
1-g|-2 K 9, K,zi,)"|. (42

=% 3K 0g p(zt+1] ;Zk)a? ogp(ze+1|K,z) | . (42)
For normally distributed systems with zero-mean and variance
., this attains the closed-form expression

azt-H
oK

T
0z441

Z_l
0K

I=

< Var[K*]™ (43)
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where z;,1 = Kaz; + Buy, and Var[K*]~! is the posterior
variance of the approximate Koopman operator (as calculated
by the Grammian matrix in (17)). The Fisher-information
is a matrix that lower-bounds the posterior uncertainty in
estimation, defined as the Cramér-Rao bound [89], [90]. The
Fisher-information Matrix is differentiable and actionable, i.e.
one can optimize controllers that directly maximize the Fisher
information, thus improving the best-case posterior variance
on the Koopman operator, given the current operator.

Such controllers can be obtained via optimization using the
optimality conditions on the Fisher-information [90], i.e.

Np—1
minimize Z J(z:,'K) +u; Ru,
{ui} i=0
subject to zir1 = 'Kaz; + 'Bu;
zo = W (zy) (44)

where R > 0 is a positive definite matrix, J(z;,'K) is an
optimality condition (e.g., D-, or T- Optimality) that reduces
the matrix into a scalar value, IV}, is the time-horizon, and the
superscript ¢ indicates the current estimate of the Koopman
operator given state-control data collected in the past. Note that
the above optimization problem is done in a receding-horizon
manner to account for changes in the Koopman operator.
Controllers that are formulated from the optimization (44)
effectively lower the overall posterior variance of the model
yielding an effective Koopman operator model with a few data
points. The resulting model can be used across different tasks
such as for an aerial robot to quickly recover from an unstable
tumble or a legged robot to learn complex interaction models
with granular media (see [30]).

The simple structure of the Koopman operator has advanced
learning in other directions. In particular, the use of deep
models to approximate the function observables has made
significant strides in expanding the use-case of methods based
on the Koopman operator [30], [68], [91]. Deep function
observable can further be integrated into an active-learning
problem with some success [30]. While the added complexity
in the observables provides more flexibility in the modeling
range of the Koopman operators, it does reduce the effective-
ness of active learning. This is a result of more data being
required to effectively learn the nonlinear observables. When
compared to deep neural network models, the Koopman-based
linear model still has a significant advantage in data-efficiency
and control through active learning [30].

D. Robustness and Stability

Efforts have also been made to ensure robustness and
stability in the face of modeling errors. In [92], the concept of
a deep stochastic Koopman operator is introduced to establish
stability in nonlinear stochastic systems. This approach in-
volves designing a probabilistic neural network to estimate the
distribution of observables, which is then propagated through
the Koopman matrices. The training process simultaneously
optimizes the parameters of both the probabilistic neural net-
work and the Koopman operator. Further, in [83], researchers
compute the nearest stable matrix solution to minimize the

least-squares reconstruction error. Rather than addressing un-
certainty solely at the modeling stage, alternative approaches
explore strategies for considering stability and model mis-
match directly during the controller design phase. For instance,
modeling errors can be effectively managed by employing
a constraint-tightening approach within a proposed tracking
MPC strategy [93]. This approach ensures a recursively fea-
sible and input-to-state stable system even in the presence of
bounded modeling errors. Another approach to tackle this issue
involves constructing a conformant model that combines trace
conformance and reach-set conformance [94]. To establish a
robust MPC structure, [95] leverages an approximation of the
Lipschitz constant for both state- and control-dependent model
errors obtained during training. This approach can bound the
prediction error across the planning horizon and enable the
formulation of an online robust model-based controller.

VI. APPLICATIONS IN ROBOTIC PLATFORMS

In this section, we introduce the challenges involved in
modeling different robotic platforms and how Koopman-based
implementations can help address them.

A. Aerial Robots

The inherent nonlinearity of aerial robots presents signifi-
cant challenges for achieving precise control. Key challenges
arise when there is interaction with the environment that is
governed by hard-to-model aerodynamic effects [96], such as
variable wind gusts and ground effects when landing or flying
at a low altitude [97], which can corrupt the nominal model
and lead to unexpected performance.

Data-driven Koopman-based approaches have attempted to
mitigate the effect of such uncertain aerodynamic interactions
by extracting and adapting online system models used to
linearly control the aerial robot. This overall idea can be
achieved in different ways. For example, [31] uses episodic
learning to estimate the Koopman eigenfunction pairs and
obtain the resulting control inputs in real time to handle
the ground effect when a multirotor is landing. A sequence
of Koopman eigenfunctions is iteratively learned from data.
Accordingly, nonlinear control signals are improved from the
nominal control law. Another implementation of the Koopman
operator theory in the aerial robots is to jointly learn a function
dictionary and the lifted Koopman bilinear model to achieve
quadrotor trajectory tracking at a low altitude [98]. A neural
network is combined with the Koopman operator to update
both the lifted states and inputs of the robot with online
measurements. In a different effort, a hierarchical structure
is proposed that refines the reference signal sent to the high-
rate, pre-tuned low-level controller of the aerial robot to deal
with uncertainty [53]. A model of the reference and the actual
output of the disturbed robot is learned via Koopman operator
theory and is utilized in the outer controller to decrease the
effect of environmental disturbance in real time.

B. Ground Robots

Wheeled robots are subject to nonlinear dynamic effects
governed by continuous contact with the ground that are hard
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to model. In many applications, wheeled robots are called
to navigate smoothly and efficiently over varying types of
terrain, including rugged and deformable terrain [99]. This is
usually formulated as an optimization problem over a time
horizon, where a model of the underlying system in the
changing environment is required. Koopman operator-based
methods can serve as the model extraction method without
imposing stringent requirements on information to be known
(or assumed) a priori. Then, a model-based controller, e.g.,
Model Predictive Controller (MPC), can be designed based
on this data-driven model to achieve a trajectory tracking ob-
jective [93]. Other considerations including rotational motions
of the mobile wheeled robots are emphasized via coordinate
transformation by introducing virtual control inputs [100].

Legged robots can traverse different and more complicated
terrains than wheeled robots. Legged robots usually have
highly nonlinear and sophisticated dynamics, while locomo-
tion is governed by discrete impacts, thus making modeling
and control a hard task [101] An initial attempt at modeling
legged robots with the Koopman operator is done with the
quadruped leg dynamics on deformable terrains in [102]. An
experimental framework has been proposed to obtain a data-
driven Koopman-based model of a quadruped’s leg dynamics
as a switched dynamical system. Experimental results have
shown that the learned switched system model can be used to
predict gait trajectories when operating over unknown terrains.
Though current developments in this area are still in their
infancy, more research activity is expected, e.g., controller
design with Koopman-based models, which may become a
potentially powerful tool in legged locomotion.

Distinctively yet crucially, the Koopman operator has also
found its way into the realm of autonomous driving [103]. A
key challenge is how to identify a global vehicle dynamics
model considering the inherent complexity of the different
subsystems and the induced nonlinearities and uncertainties.
Considerable efforts have been directed toward utilizing the
Koopman operator theory for estimating vehicle models [104].
The resulting approximated models can then be integrated
into controller design, such as Model Predictive Control
(MPC) [105]-[107]. In some cases, like in operation over
deformable terrains with significant height variations and the
presence of bumps [108], it has been shown possible to obtain
a linear representation of both vehicle and terrain interaction
dynamics using Koopman estimation. Further advancements
have considered bilinear model formations for autonomous
vehicles [109] and their combination with deep neural net-
works [91]. The integration of driver-in-the-loop dynamics
has been explored in [110], reflecting a holistic approach to
autonomous driving. Additionally, [1 | I] introduces the embed-
ding of the stochastic Koopman operator structure within an
attention-based framework. This innovative approach is lever-
aged for abnormal behavior detection in autonomous driving
systems, thereby enhancing the safety of vehicle controllers.
The widespread application of the Koopman operator demon-
strates its versatility and efficacy in advancing autonomous
driving technologies.

C. Robot Manipulators

(Rigid) robot manipulators are another popular robotic plat-
form because of their stability, feasibility, and safety. Modeling
and control for most robot arms have been well established,
and these robots are robust to environmental uncertainties.
However, recent advances in embodied intelligence consider to
a large extent robot manipulators, and even for these systems
the simulation-to-real gap remains a challenge. Besides works
on model approximation approaches for robot arms [27], [46],
[112], Koopman operator theory is usually employed as assis-
tance for other learning methods such as reinforcement learn-
ing. For instance, to guide the learning process, Koopman-
based methods have been used to build a human intent model
from human-demonstrated trajectories [| 13]. Another example
is embedding the Koopman operator into LQR formulation for
efficient and flexible policy learning [1[4].

D. Underwater Robots

Beyond several works using the Koopman operator to ana-
lyze fluid flows directly [115], Koopman-based methods have
been also implemented for modeling and control of underwater
robotic systems that interact with those changing flows. Under-
water robots are typically underactuated and nonlinear because
of propulsion designs aimed at reducing weight and cost. On
the other hand, such robots often are subject to uncertain
disturbance forces and moments that can be generated by
fluid fields or other objects [116]. The use of the Koopman
operator can introduce linearity in the model expression, which
can be further utilized as model constraints in the controller
design [117], [118]. Further, feedback policies that can learn
or adapt online to unmodeled changes provide directions to
solve the aforementioned challenges. In [64], a Koopman-LQR
approach is proposed and experimentally tested in the dynamic
estimation and control of a tail-actuated robotic fish. Results
show that the online-updated data-driven model constructed
using the Koopman operator significantly improves control
performance in trajectory-tracking tasks compared to a tuned
PID controller. Even though Koopman-based methods display
better performance than other state-of-the-art data-driven mod-
eling methods, like NARX (neural network approach [ 19])
and SINDy [120] in this illustration, the control of underwater
robots with the Koopman operator is still an open direction in
more complicated environments with harder tasks.

E. Soft Robots

Soft robots have received significant attention in recent
years, and have grown into an important research topic. In
contrast to their rigid counterparts, soft robots have bodies
made out of intrinsically soft or extensible materials, which
exhibit unprecedented adaptation to complex environments
and can absorb impact energy for safe interactions with the
environment, other robots, and even humans. Soft robots are
particularly well-suited for data-driven modeling approaches
because in most cases they can be operated even under
randomized control inputs without posing much of a physical
risk to themselves or their surroundings. Data can thus be
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collected from them much more safely than from traditional
rigid-body robots.

Koopman operator theory provides a data-driven alternative
to traditional modeling and control methods for soft robots.
It is attractive for soft robot applications because it generates
global linear representations of their dynamics (which may
be otherwise intractable) that are compatible with traditional
control techniques such as MPC. Koopman theory has been
applied to the modeling of various soft robotic systems,
enabling real-time control [48], [92], [121]-[127].

Major challenges remain in applying Koopman methods to
the modeling and control of soft robots. One disadvantage
of Koopman-based linearization is that it involves increasing
the dimension of the state space to achieve linearity. Soft
robots and other continuum systems have inherently high-
dimensional dynamics, therefore it is not always possible to
linearize their dynamics through lifting without exceeding rea-
sonable computational complexity. Instead, low-dimensional
parameterizations of soft robots must be utilized to make
them compatible with Koopman modeling techniques, which
inadvertently rely on assumptions. In turn, the resulting models
may not generalize well, especially in contact-rich applica-
tions. How to choose the most appropriate description of a
soft robot for compatibility with Koopman methods remains
an open area of research.

FE. Other Types of Robot Platforms

Beyond the categories described above, Koopman operator
theory can also contribute to advancing the modeling and
control of other robot platforms. One example is the case
of autonomous robotic excavators, where the excavator works
and interacts with the surrounding soil in a highly nonlinear
and complex manner [128], [129]. These nonlinear bucket-
soil dynamics are learned as a set of linear equations with the
Koopman operator. System identification and control applied
to rehabilitation robots or limb assistive devices [130], [131]
is another nascent area of application. Legged robots and
manipulator robots involved in rehabilitation often undergo
discrete transitions between contact and non-contact states,
leading to a switch in governing equations. The application
of Koopman operator theory to these hybrid systems offers
the advantage of directly converting a diverse array of het-
erogeneous systems into a unified global linear model [132].
This characteristic proves particularly beneficial for control
purposes in managing the intricacies of these dynamic systems.
More instances include but are not limited to model extraction
of snake-like robots [133], smarticle ensembles [134], and
surgery robots [135].

G. Multi-agent Systems

In addition to its applications in single-agent systems,
Koopman operator theory has proven valuable in the domain of
multi-agent systems. In a multi-agent robotic system, multiple
robots or agents collaborate to execute tasks within a shared
environment. A comprehensive introduction and tutorial on
the application of Koopman system estimation and control in
multi-agent systems is provided in [136], [137].

A critical aspect of multi-agent systems is formation con-
trol, where a group of robots must coordinate to maintain
a specific spatial arrangement while in motion. However,
real-world applications may introduce external environmental
disturbances, posing challenges to the multi-agent system’s
robustness. The Koopman operator can help address these
challenges. It has been employed to estimate the disturbed
model of agents within a group, either through online adapta-
tion [138] or offline training [139] methods. This estimation
aids in managing environmental uncertainties, allowing the
team to maintain a desired formation. Koopman operator
theory has recently been used to address scenarios involving
disconnection and signal recovery within the system [140], by
essentially aiding in recovering missed signals of the leader
by capturing inherent features through linear motion evolu-
tion.It has also been applied for modeling high-dimensional
biological or engineering swarms [141], thereby facilitating
the learning of local interactions within homogeneous swarms
based on observational data and enabling the generation of
similar swarming behavior using the acquired model.

VII. DISCUSSION AND CONCLUSION

This review paper provided a comprehensive examination
of the Koopman operator theory, a mathematical tool that can
enable global linearization by elevating an original nonlinear
system to a higher-dimensional linear space. We reviewed
recent breakthroughs across a spectrum of robotic platforms,
demonstrating how Koopman-based implementations are in-
strumental in addressing challenges related to robot run-
time learning, modeling, and control. The paper meticulously
described several foundational and more advanced yet key
components regarding its deployment onto robots, including
aspects related to data collection, the selection of lifting
functions, and controller synthesis.

Despite the expanding use of the Koopman operator in
modern robotics, there are still considerable challenges. The
points that follow contain a curated summary of various
discussions and insights derived from the authors’ collective
past and ongoing research. Certainly, the list is not exhaustive.
However, we believe that it offers a solid starting point for
future research directions catering to both practical implemen-
tations as well as further theoretical advancements.

1) Incorporating Constraints into Koopman Space: As
in any optimization problem, incorporating the various
(often conflicting) constraints appropriately is crucial.
While we have outlined some methods to do so, how
to lift different types of constraints from the original
space into the Koopman space requires more research.
We believe that exploiting the algebraic and geometric
structure of the Koopman operator can play a key role.

2) Formal Accuracy Measures in General Hilbert and
Banach Spaces: A significant limitation in Koopman-
based modeling is the lack of formal accuracy measures
applicable to general Hilbert and Banach spaces. Devel-
oping such measures is essential for optimization-based
dictionary learning and ensuring the safety and reliabil-
ity of applications in critical domains. These measures
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3)

4)

5)

6)

7)

8)

should be independent of the choice of basis for finite-
dimensional subspaces, providing a standardized way to
assess model accuracy and performance.

Identification of Classes of Lifting Functions: To
ensure the effectiveness of Koopman-based control, it
is crucial to identify classes of appropriate observable
functions for lifting. While we have outlined differ-
ent ways that have been proposed already, methods
for higher-dimensional dynamical systems, or for cases
where certain properties (like invariance) must be main-
tained, remain underdeveloped.

Stochastic Simulation and Belief-Space Planning:
Real-world cases involve uncertainty, leading to the need
for stochastic simulation and belief-space planning. Han-
dling multi-modal distributions and generating robust
plans under uncertainty are vital research areas. Ad-
vancements in techniques like the stochastic Koopman
operator [92], [142], [143] can pave the way to incorpo-
rate stochasticity into Koopman-based control methods.
However, more work related to efficient implementation
and the study of reliability and adaptability is needed.
Sampling Rate Selection: One of the ongoing in-
quiries surrounding the application of Koopman-based
approaches in robotic systems pertains to the selection
of an optimal sampling rate. Particularly crucial for
online learning, the sampling rate directly influences the
quality of the derived Koopman operator. Additionally,
it governs the error bounds associated with predictions.
Selecting the rate for data collection and control signal
execution will be vital to the performance of the robot.
Systems with Control Inputs: In forced systems, the
linearity of observables does not automatically imply the
linearity of the control inputs. For this reason, selected
observables in existing works are often constrained to be
linear functions of the input. However, this constraint
can limit the quality of the resulting Koopman-based
approximation since it may be too restrictive and fail to
comprehensively capture the intricate interplay between
input and state variables. A direct implication is that any
convergence properties of the original control system
may be altered, or even lost. In this regard, we believe
there is much to be gained by exploiting the concept of
the input-state separable form described earlier.
Extension to Hybrid Systems: We have shown how
Koopman operator theory can handle both discrete-time
and continuous-time dynamical systems independently.
Yet, the case of hybrid dynamical systems, which en-
capsulates many mechatronic and robotic systems, is
more subtle and has received less attention to date.
A very recent effort has shown that, under certain
conditions, unforced heterogeneous systems (i.e. a class
of hybrid systems) can still be lifted into a higher-
dimensional linear system via Koopman-based method
[16]. However, extending to systems with inputs and
systems whose evolution is governed by broader hybrid
dynamics remains open.

Uncertainty in Lifted Features: Lastly yet importantly,
the assumption made in prior work regarding the zero-

mean, Gaussian uncertainty model of the approximate
Koopman operator should be revisited as well. Recent
advancements have demonstrated that one can still op-
erate and plan controllers that are robust to this specific
choice of uncertainty model, as done in [95], [144].
Indeed, it is not clear if the nature of uncertainty
in observables, especially with the addition of control
input, can be accurately modeled as a normal Gaussian
distribution. As an example, one might have a system
where the states x; are well modeled as Gaussian (in this
case the underlying dynamics might also be linear). It
is not clear whether, under which conditions, Gaussian
distributions pushed into the observable lifted space
should form Gaussians. Thus, finding cases where lift-
ing observables also preserves some statistical structure
remains open.

In conclusion, the application of Koopman operator theory
in robotics represents a transformative shift in how we ap-
proach the modeling, control, and optimization of complex
robotic systems in support of runtime learning. By leveraging
the power of linear representation for inherently nonlinear
dynamics, Koopman-based methods provide a robust and
computationally efficient framework that addresses many of
the limitations of traditional approaches. The theoretical ad-
vancements and practical implementations discussed in this
review demonstrate the versatility and efficacy of Koopman
operators across a wide array of robotic domains, including
aerial, legged, wheeled, underwater, soft, and manipulator
robots. As we continue to refine these techniques and explore
new applications, the potential for Koopman operator theory to
drive innovation in robotics is immense. Future research will
undoubtedly focus on overcoming current challenges, such
as incorporating constraints, improving real-time performance,
and enhancing robustness to uncertainty. By doing so, we can
fully harness the capabilities of Koopman theory to enable
smarter, more adaptive, and more efficient robotic systems that
can operate autonomously in complex, dynamic environments.
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